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Abstract

Market-driven software development companies experience challenges in
requirements management that many traditional requirements engineering
methods and techniques do not acknowledge. Large markets, limited
contact with end users, and strong competition forces the market-driven
software development company to constantly invent new, selling
requirements, frequently release new versions with an accompanying
pressure of short time-to-market, and take both the technical and financial
risks of development.

This thesis presents empirical results from case studies in requirements
elicitation and management at a software development company. The
results include techniques to explore, understand, and handle bottlenecks
in the requirements process where requirements continuously arrive at a
high rate from many different stakeholders. Through simulation of the
requirements process, potential bottlenecks are identified at an early stage,
and fruitless improvement attempts may be avoided.

Several techniques are evaluated and recommended to support the
market-driven organisation in order to increase software quality and avoid
process overload situations. It is shown that a quick and uncomplicated in-
house usability evaluation technique, an improved heuristic evaluation,
may be adequate to get closer to customer satisfaction. Since needs and
opportunities differ between markets, a distributed prioritisation technique
is suggested that will help the organisation to pick the most cost-beneficial
and customer satisfying requirements for development. Finally, a technique
based on automated natural language analysis is investigated with the aim
to help resolve congestion in the requirements engineering process, yet
retaining ideas that may bring a competitive advantage.
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Introduction

Without much notice to the uninitiated, the importance of software has
grown tremendously during the last 40 years. Industrial as well as
developing societies and economies depend considerably on good-
working  software systems; power plants, hospitals, aviation,
communications systems, cars — they all rely on software in order to work
properly. And the dependencies keep growing. As the operations manager
at Ericsson answers to the question on which competences they will need:
“Radio skills are always good. Signal processing, microwave techniques.
But there will also be even more software” (Ahlbom, 2002).

Still, software engineering is a young practice and an even younger
research area compared to most engineering disciplines. Up until just
about a decade ago it was not even considered a true engineering
discipline (Shaw, 1990). After the software crisis in the late sixties, the
software engineering community has theorized and promoted a vast
number of models, methods, techniques, and guidelines to aid software
developers to handle the difficulties in developing increasingly complex
software systems with acceptable quality.

Research and industry have faced many successes, but the growth in
usage and complexity of software systems keep revealing new challenges at
a pace that seems hard to keep up with. Although the current body of
knowledge in software engineering is quite extensive, novel ideas, whether
based on previous convictions or not, are still needed.

Elicitation and Management of User Requirements in Market-Driven Software Development
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Introduction

As software systems are developed in order to support and aid the
human being, those systems are assumed to do precisely that.
Unfortunately, it is still a rare case to find a completely satisfied end user.
One reason is that the quality level that is considered acceptable is
dependent on both the usage and the application domain. End users fall
into different categories having different demands. For example, the
technical end user may accept a less appealing graphical user interface,
provided that the functionality is satisfactory, while the non-technical end
user may also demand that the software system is easy to learn and easy to

usc.

If software is developed for a single user or a single company the
diversity issue may be less problematic, yet present. The customer is well-

defined and consensus between customer and developer may eventually
be reached through negotiation. The difficulties, however, may become
more clear for companies developing software for large markets that
comprise many different kinds of users: occasional and frequent users,
technical and non-technical users, novice and expert users, etc. The
variety in users needs calls for a balance between the needs taken into
consideration and those rejected. This balance is extremely hard to reach
as it is influenced by a number of factors: users’ needs constantly change,
users never become satisfied, new technologies are misjudged, believes
turn into truths, time is critical, and timing is crucial, to mention a few.

This thesis concentrates on large-scale software development for large

markets and how developing companies in the market-driven situation
may find a representative collection of users' needs. It shows that this
collection must and may be reduced to a reasonable satisfactory and

manageable set of needs that the software shall fulfil — satisfactory on
behalf of the end user and manageable on behalf of the developing

company.

This introduction is organised as follows: In Chapter 1, the focus of
the presented research is described, and the specific concepts addressed in
the thesis are introduced and explained. In Chapter 2 the practised
rescarch methodology is presented and the research methods and
questions and validity issues are further described. A summary of the
research results, main contributions, and the identified threats to validity,
together with the abstracts of the papers included in the thesis, are
presented in Chapter 3. In Chapter 4 several issues for further work are
suggested and a plan is presented covering at least two years of research
impelled by the results from this thesis.

16
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1. Research focus

1. Research focus

The research and associated results presented in this thesis apply to the
field of software engineering, in which methods, techniques, and tools are
utilized to overcome the challenges in development and maintenance of
complex software systems (Sommerville, 2001). About 15 years ago a sub-
discipline within software engineering emerged due to specific challenges
in handling customers’ wishes and needs (Sommerville & Sawyer, 1997).
The sub-discipline, termed requirements engineering (RE), mainly focuses
on the first stage of software development where customers’ wishes and
needs, i.e. the requirements, are collected, analysed and selected before
proceeding with software design, implementation, verification and
validation.

The last years, a new form of development called market-driven
development or packaged software development (Sawyer, Sommerville, &
Kotonya, 1999), have gained increasing importance as software
development companies turn to new and larger markets. The approach
affects requirements engineering techniques, as there is very limited
negotiation with end users. Instead, many requirements have to be
invented within the developing company (Potts, 1995). The absence of
negotiations may also be desirable. The market-driven development
company often have competitors that may only be defeated by secretly
developing successful solutions. The competition also puts a schedule
constraint where short #ime-to-market is crucial (Sawyer, 2000).
Constantly striving to be ahead of competitors, the market-driven
development company therefore frequently delivers new and improved
releases of a software system in order to keep old customers satisfied and
to win new ones (Potts, 1995; Carlshamre & Regnell, 2000).

The characteristic differences between traditional, or bespoke, software
development and market-driven software development have been
summarized by Carlshamre (Carlshamre, 2002). His findings (derived
from Kamsties, Hérmann, & Schlich, 1998; Keil & Carmel, 1995;
Lubars, Potts, & Richter, 1993; Novorita & Grube, 1996; Potts, 1995;
Yeh, 1992) with further additions (from Lubars et al.; Robertson &
Robertson, 1999) are found in Table 1. From the table it can be found
that fundamental organisational issues, such as the primary goal, the
success measurements and the product life cycle, are very unlike. The
differences are so all-pervading that many traditional requirements
engineering practices are unusable for the market-driven company. In

Elicitation and Management of User Requirements in Market-Driven Software Development
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Table 1. Comparison of traditional software development and market-driven
software development characteristics (based on Carlshamre, 2002; Lubars et al.,
1993; Robertson & Robertson, 1999).

Characteristics

Bespoke development

Market-driven development

Primary goal

Compliance to require-
ments specification.

Time-to-market.

Measure Of Success

Satisfaction, acceptance.

Sales, market share, product
reviews.

Life cycle One release, then mainte- | Several releases, as long as

nance. there is a market for the
product.

Requirements Elicited, analysed, vali- Invented.

conception dated.

Requirements Used as a contract Rarely exists or much less

specification between customer and formal. Requirements com-
supplier. municated verbally.

Users? Known or easily identifia- | Difficult to identify or ini-
ble. tially unknown.

Customer® Software orderer. Agents for different markets.

Contract negotiator.

Key customers may get tai-
lored software.

Physical distance to | Usually small. Usually large.

users

Main stakeholder Customer organization. Developing organization.

Specific RE issues Elicitation, modelling, Managing a steady stream of
validation, conflict resolu- | new requirements. Prioritiz-
tion. ing, cost-estimating, release

planning.
Developer’s Short-term (until end of | Long-term, promoting e.g.

association with
the software

project).

investment in maintainabil-

ity.

Validation Ongoing process. Very late, e.g., at trade
affairs.
RE standards and More common. Rare.

explicit methods

Iterative techniques

Less common.

More common.

Domain expertise
available on the
development team

More common.

Less common (product
development often breaks
new ground).

a. The terms user and customer are here further elaborated compared to Carlshamre (2002).

Elicitation and Management of User Requirements in Market-Driven Software Development




1. Research focus

Section 1.1, the characteristics of requirements engineering in market-
driven software development and related challenges are further
elaborated.

One of the specific RE issues (see Table 1) is the steady stream of
incoming requirements. For large companies, the flow may average up to
several requirements a day, arriving from many different stakeholders in
the organisation (Regnell, Beremark, & Eklund, 1998). This puts a high
pressure on the people responsible for analysing and finding ‘good’
requirements. Bottlenecks are likely to appear in the requirements
management process, and exposing these bottlenecks before they appear is
highly desirable. One way to expose potential bottlenecks may be to
simulate the current process. By using historical data about the process
and by building a model of the actual process, simulations may reveal
what will happen in the future. In Paper I, discrete-event simulation
(Banks, Carson, & Nelson, 1996) is used to provide a better
understanding of a requirements engineering process and to unveil its
potential bottlenecks. The possibilities and advantages of simulation are
further elaborated in Section 1.3.

Since one of the challenges of developing software for larger markets is
to satisfy the end user albeit contact with the end user is limited, there is a
need for techniques that validate that the product is usable and help to
reveal tasks that the end user may feel cumbersome or some functionality
that the end user may feel is missing. Therefore, for the market-driven
organisation, usability evaluation techniques that require no actual end
users are highly desirable. From the field of human-computer interaction,
usability engineering has emerged to address the specific issues concerned
with the often-misunderstood concept of usability. A number of methods
and techniques have been proposed, of which several are difficult to adopt
in the market-driven development organisation (Natt och Dag &
Madsen, 2000). In Paper II this has been addressed by evaluating a
slightly improved heuristic evaluation (Nielsen, 1994) to see if it may give
valid results when conducted in-house. The results are compared with
results from a survey using the SUMI questionnaire (Kirakowski &
Corbett, 1996), in which end users are asked about their opinions and
feelings about the software application. In Section 1.2, usability
engineering is further motivated and explained, as well as the term
usability.

Usability evaluations may not be sufficient to determine what will
satisfy end users and customers. For companies developing software for a

Elicitation and Management of User Requirements in Market-Driven Software Development 19
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worldwide market place, needs and opportunities may differ between
market segments, and collecting these concerns would provide valuable
support for decision-making. The information may make it easier for the
developing organisation to comply with business goals and to please
customers and end users. Paper III presents techniques to first let each
market provide a prioritized list of requirements and then visualize the
differences and similarities in these priorities.

More efficient processes may be reached in different ways. One way is
to relieve the burden on people working in the process (see Paper I).
Having easy-to-use, supportive computer tools that automate certain
tasks is a dream that many companies would love to see coming true. In
market-driven development companies, requirements are often managed
using a database in which requirements are entered in natural language.
Consequently, automation of tasks related to natural language may be

Market-driven
software development

Y

Requirements
engineering
Process
level

Finding
bottlenecks
through
simulation

Distributed
prioritization

Usability
evaluation

Solution?

Automated
analysis

requirements

Understanding

Aggregated Satisfaction

prioritization

Suggestions

Decision support

Figure 1. Concept map of the research focus.
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1. Research focus

addressed through natural language processing techniques. By
automatically analysing requirements based on linguistic content,
potential duplicates may be found and suggested for removal. The control
should still be in the hands of the requirements analyst. In Section 1.4
natural language processing is described and related techniques are
presented, and in Paper IV, techniques from the field of information
retrieval, related to natural language processing, are tested on actual
requirements from the industry.

The research focus is illustrated in Figure 1 using a concept map. It
shows how the different topics addressed in this thesis are related and that
they all aim at giving decision support in requirements engineering.

The above review of the research focus of this thesis reveals the multi-
disciplinary property of software engineering. It is the author’s belief that
software engineering in general and requirements engineering in
particular may benefit from applying well known principles from other

research fields. The presented research may, at least partially, support this
belief.

1.1  Requirements engineering

When requirements engineering still was in its infancy, the discipline
stipulated to write a perfect specification describing what the resulting
software system should accomplish. “Perfect” essentially meant fulfilling
the quality attributes listed in Table 2 (Davis, 1993), and obliged
developers to be very rigorous. For example, to make the requirements
specification both understandable by the customer and complete can take
some time with a complex system. The tackling was nevertheless wise
since one reason for the software crisis was a lack of control when systems
became too complex. By accurately describing what the system should do,
the requirements specification could act as an agreement, and even as a
formal contract, between the customer and the software developer.
Solutions were at first banned from the specification and it had to be
finalized before any successive work in the development process was
initiated. This waterfall development process model, illustrated in Figure 2,
was a first solution to the chaotic development situation and was strongly
advocated.

The basic idea of the waterfall model is still used but the model has
gone through many refinements and is now mainly a constituent of other
models. For example, a new compound development strategy, extreme

Elicitation and Management of User Requirements in Market-Driven Software Development
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Table 2. Quality attributes for the software requirements specification (derived

from Davis, 1993).

Attribute Description

Correct Every requirement represents something required by the
system.

Unambiguous Every requirement has only one interpretation.

Complete Everything the software is supposed to do is included.

Verifiable There exists a cost-effective process with which a person
or machine can check that the actual as-built software
product meets every requirement.

Consistent No requirements in a given subset within the specifica-
tion conflict with each other.

Understandable by | Requirements should be negotiated in a form that suits

customers the customer or user who usually do not understand for-
mal methods.

Modifiable Structure and style are such that any necessary changes to
the requirements can be easily, completely, and consist-
ently executed.

Traced The origin of each requirement is clear.

Traceable The specification is written to facilitate referencing of
each requirement.

Design The specification does not imply a specific software

independent architecture or algorithm.

Annotated The necessity of each requirements is denoted essential,
desirable or optional. Volatility is indicated by a textual
annotation.

Concise Given two specifications of the same system, each exhib-
iting identical levels of all the above qualities, the shorter
specification is the better one.

Organised Requirements are easy to locate.

programming (XP), incorporates parts of the waterfall model in extremely
small increments (Beck, 2000). The benefits of the waterfall model are
utilized, such as its straight-forwardness, while some of the drawbacks are
avoided, such as the need for heavy documentation and the lack of
support for parallel activities, user involvement, and quick results.

In line with the refinement of the waterfall model and due to new and

changing software development paradigms, the attitude arguing that all
the quality attributes should be fulfilled has lost ground. The incremental

22
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|'System Requirements }_l
t—‘ Software Requirements]—l

t—‘/ Analysis :l_l
t—‘/ Program Design }—1
t—[ Coding ]—1

T‘—‘\ Testing \"l
t—[ Operations I

Figure 2. The classical waterfall development process model where software requirements
are to be specified in a first, separate stage (Royce, 1970).

and evolutionary development models have affected requirements
engineering and it has been realised that completeness sometimes is
impossible to achieve (Siddigi & Shekaran, 1996; Goguen, 1996). Yet,
requirements quality is considered important to enable full control of the
development. And the initial objectives of requirements engineering
remain:

1. To understand the problem that the system is supposed to solve

2. To select and document the requirements on the system

Requirements engineering in market-driven software development

Requirements engineering in market-driven development have difficulties
with the majority of the quality attributes in Table 2 due to its specific
characteristics (see Table 1). There are three main, interlinked reasons: (1)
the time constraint, (2) the constant arrival of new requirements during
the whole development process, and (3) the need to promptly deliver new
improved software releases.

The time-to-market constraint may insist upon requirements being
implemented before all quality attributes have been properly checked. A

Elicitation and Management of User Requirements in Market-Driven Software Development
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quality attribute such as completeness is not always prioritized when
requirements at an early stage are found to bring competitive advantage.

Requirements continuously arrive from several different sources, called
stakeholders, such as the marketing department, usability architects,
support, developers, etc. This makes it virtually impossible to write a
correct requirements specification before proceeding to a subsequent
phase in the development process. Rather, requirements are stored in a
database and there is a strong focus in the requirements engineering
process on managing the evolution of requirements and assuring their
quality. Although it is difficult, the person responsible for managing the
requirements, the requirements manager, tries to make sure that all
requirements live up to the quality attributes to a reasonable extent.
Requirements management has three main concerns (Kotonya &
Sommerville, 1997):

« managing changed and agreed requirements
+ managing relationships between requirements

« managing dependencies between requirements and other
documentation produced during the software engineering process

A European survey of 4,000 companies has shown that management of
requirements was one of the major problem areas in software
development (ibid.). Thus, research in requirements engineering may,
most likely, still be needed. For the market-driven development
organisation, the particular need of proper management of requirements
is more obvious than for traditional requirements engineering (see
Table 1).

For the companies to stay ahead of competitors, new versions of the
software have to be released as soon as there is a major improvement
available. Again, the time-constraint leads to special demands. It is
sometimes desirable to release new versions more frequently than it is
possible, with acceptable quality, to develop. The company being the
target of the research presented in this thesis has solved this by scheduling
the activities in the development process in parallel (Regnell et al., 1998).
In Figure 3 the requirements management processes is showed. By
pipelining the releases, requirements management can be a continuous
activity and releases may be delivered more often. The figure shows that it
takes 14 months to develop a new release, while a new release nevertheless
can be delivered every six months.

24
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Figure 3. The REPEAT requirements management process enabling a new release every six
months although development of a release takes 14 months (Regnell et al., 1998).

Still, the solution to the release-delivery problem unfortunately makes
the situation even worse for the requirements manager. The process makes
it possible to postpone incoming requirements as well as sending
important requirements to the release currently implemented. The
difficulty is to decide which requirements are to be developed in the
current release, which requirements should be postponed, and which
requirements should be regarded so important that they are to be selected
for implementation into the release soon to be delivered.

To aid the decisions, requirements are given different priorities, which
implies that they must at least have been partially analysed. Requirements
prioritization may be conducted in at least two ways:

*  Direct assignment
A predefined scale is used to classify requirements as they are
analysed. For example, a scale ranging from 1 to 3 may be used to
classify requirements as having high, medium or low priority.

o Pair-wise prioritization
Two requirements are compared at a time to make a fairly accurate
judgement about which one should be prioritized above the other.
In one systematic approach, the analytical hierarchy process (Saaty,
1980), all requirements are pair-wise compared to one another,
needing 7-(n—1)/2 comparisons for 7 requirements. The result is a
prioritized list. The method has shown to be efficient, informative,
and accurate for prioritizing software requirements (Karlsson,
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1998). It is also possible to randomly neglect half of the
prioritizations without significant accuracy loss (Carmone, Kara, &

Zanakis, 1997).

In Paper III a variant of the first, prioritization using fictitious money,
is used in a distributed setting. Several stakeholders are asked to prioritize
the same set of high-level requirements and the different prioritizations
are then consolidated in order to find an appropriate prioritization with
respect to business goals and user satisfaction.

Unfortunately, many of the general challenges in traditional
requirements engineering are adopted by the market-driven development
organisation, e.g. requirements are erroneous, errors are detected late,
ambiguities are difficult to resolve, etc. In addition, there are several new
challenges that may be subjects for further research.

1.2  Usability engineering

Usability engineering has its roots in the concept of man-machine
interaction (MMI), a term that was more frequently used after the
technology explosion of the 1970’s. Aspects such as psychology were given
new ground and became a general concern to both researchers and system
designers. MMI begun the exploration of the potential to make user-
friendly systems but was far too narrow in identifying the central concerns
for creating these systems. In practice, user-friendliness all too often
meant tidying up the screen displays and making them more aesthetically

satisfying (Preece et al., 1994).

In the mid-eighties, when computers were introduced on a wide front,
there was a natural shift from MMI to a new field named human-
computer interaction (HCI). HCI developed as a way of focusing on the
specific interaction between humans and computers and a wide range of
subjects became part of the development of HCI, such as psychology,
cognitive science, and sociology, together with the more traditional
subjects: computer science, computer engineering, and graphical design.
This made HCI an interdisciplinary subject and extremely difficult to
master (Concejero et al., 1996).

From the comprehensive field of HCI a new field emerged called
usability, in which the primary focus is on the users and their acceptance
of computer systems. Many different textual definitions of usability exists
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(ISO; IEEE), but it is preferably defined through five usability attributes
(Nielsen, 1993; Wixon & Wilson, 1997):

o Learnability
Learnability is the degree of how easy it is to learn how a new
software system works. In the market-driven software development
organisation this may be a crucial usability attribute to be
acknowledged when turning to new markets. It is important to
recognize that the learning of a system usually takes place during
usage.

o Rememberability
The user should have little problem remembering how the software
is operated. Many users fall into the category of “sporadic users”,
who are neither experts nor novices. They use the software from
time to time, irregularly, and the software should help the user
remember how a certain task is performed.

o Efficiency
When the user has learnt how to operate the software, productivity
should be as high as possible. Further, the application must be
perceived to execute fast enough to keep up with the user. The
feature is denoted perceived execution speed, since it does not
necessarily refer to the actual speed but rather to the extent to
which the user feels that she is in control.

o Reliability
If the user nevertheless makes mistakes, the software should be able
to recover from them. The most severe kinds of errors are those not
discovered by the user, leading to inadequate work or destroyed
data. The software should help the user avoid these situations.

o Satisfaction
The user should be pleased when using the software, and should be
subjectively satisfied. The satisfaction attribute is often used in
software reviews as it states how pleasant the user may think the
software is to use. Satisfaction is a purely subjective attribute.

The definition, using the attributes above, should help make it clear
that usability covers much more than just the graphical design of the user
interface. Still, usability is just one part of an even bigger picture, which is
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best explained through system acceptabilizy, a concept which is described
below.

System acceptability

To be able to sell a product there has to be some users who have needs that
the product fulfills. If not, the product will likely not be on the market for
very long. If the user is satisfied, she accepts the way the software is
developed or designed. This may be referred to as system acceptability
(Nielsen, 1993).

System acceptability comprises many different attributes. A model of
these attributes is shown in Figure 4, in which the usability attribute is
found as well. From this viewpoint, a software system is acceptable when
it is both socially acceptable and practically acceptable. For example,
software may not be socially acceptable if it is intended to find out who of
the company employees uses the bathroom or the coffee machine most
times during a day. It may nevertheless be considered practically
acceptable if it is excellent in its performance of identifying the user and
reporting it correctly.

Practical acceptability can then be further investigated and be found to
constitute attributes well-known to the software developer, such as cost,
compatibility, robustness, etc., in addition to usefulness. Usefulness
comprises utility and usability, and is basically the issue of whether the
software can be used to achieve a desired goal. Utility, in turn, is the
question whether the functionality of the system can do what is needed,
and finally, usability is the question of how well users can use that
functionality. Thereby, usability applies to all aspects of the software
system with which a human interacts (Nielsen, 1993).

Usability also affects and is affected by the functionality of the software
product. Software is usually developed with a certain kind of functionality
and new versions are released with what is believed to be increased
functionality, new features, and improved features. What has to be
remembered is that the user must also be able to use that functionality.
Still, it does not matter if usability is increased if there is not enough
functionality. Without the functionality the software will not be usable
anyway. Thus, functionality and usability are complementary
characteristics (Goodwin, 1987).

For the market-driven organisation there is an important economical
aspect. If a product cannot be sold no money will be made. If the product
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Figure 4. Model of attributes of system acceptability (Nielsen, 1993)

is not good enough it will not sell. The methods and techniques from
experiences of usability engineering help to make a better product and
also save money (Bias, 1994).

Paper II concentrates on two usability evaluation techniques that are
very easy to use. They give complementary data, the first providing input
to the requirements engineering process in the form of new requirements,
and the second bringing quantitative data to confirm the focus of the
suggested improvements.

1.3 Process simulation

Simulation may be applied to a vast number of areas to imitate the
operation of a real-world process or system over time (Banks et al., 1996).
It may be executed either by hand or by computer to generate artificial
historical data, which is observed to investigate the plausible behaviour of
the real system. The behaviour is studied by developing a simulation
model, which describes the system through mathematical, logical and
symbolic relationships between objects in the system that are of interest. A
useful model always simplifies and idealizes and the boundaries between
the system and the model are rather arbitrary defined. However, the
usefulness is dependent of the possibility to practically determine all its
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relevant behaviour: analytically, numerically, or by running the model
with certain inputs and observe the outputs (Bratley, Fox, & Schrage,
1987).

The purposes of simulation are many (Naylor, Balintfy, Burdick, &
Chu, 1966, pp. 8-9; Banks et al., 1996, p. 4):

1. Enable the study of, and experimentation with, the internal
interaction of or within a complex system.

2. Simulate informational, organisational and environmental changes
and observe the effects of alterations.

3. Provide knowledge from designing a simulation model that may be
of great value towards suggestion of improvements to the system.

4. Obtain insight into the questions of which variables are most
important and how variables interact.

5. Pedagogically reinforce analytical solution methodologies.

6. Experiment with new designs or policies prior to implementation,
so as to prepare for what may happen.

7. Verify analytical solutions.

The appealing property of simulation, to mimic what does or may
happen in a real system, makes it an attractive approach with several

benefits (Pegden, Shannon, & Sadowski, 1995, p. 9):

1. New policies, operating procedures, decision rules, organizational
structures, and the like, can be explored without disrupting
ongoing operations.

2. New hardware designs, physical layouts, software programs,
transportation systems, etc., can be tested before committing
resources to their acquisition and/or implementation.

3. Hypotheses about how or why certain phenomena occur can be
tested.

4. Time can be controlled; it can be compressed, expanded, etc.,
allowing to speed up or slow down a phenomenon for study.

5. Insight can be gained about which variables are most important for
performance and how these interact.
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6. Bottlenecks in material, information and product flow can be

identified.

7. A simulation study can prove invaluable to understanding how the
system actually operates as opposed to how everyone thinks it
operates.

8. New situations, about which there is limited knowledge and
experience, can be manipulated in order to prepare for theoretical
future events. Simulation’s great strength lies in its ability to enable
the exploration of “what if” questions.

The research presented in Paper I, involving modeling and simulation
of a requirements process, mainly aimed at studying the internal
interaction within the requirements process (purpose 1) and to simulate
the effects of informational and organisational changes to the process
(purpose 2). A primary goal was also a better understanding of the system
in order to suggest improvements (purpose 3). Finally, by showing how a
simulation model of the requirements process may look like, the
organisation under study was enabled to experiment prior to
implementation (purpose 6). The identified advantages for choosing
simulation were the possibility to explore the information flow and new
process policies (advantage 1), to reveal bottlenecks (advantage 6), to
understand how the process behaved (advantage 7) and to answer what
would happen if certain changes were made in the process (advantage 8).
More information may be found in Paper I.

However, simulation also has a few disadvantages (Pegden et al., 1995,
p. 9). Firstly, model building requires special training and experience. Two
models that are constructed by two competent individuals may have
similarities but is highly unlikely to be the same. Secondly, simulation
results may be difficult to interpret, as it may be hard to determine
whether the output depends on randomness or system interrelationships.
Thirdly, simulation modeling and analysis can be time consuming and
expensive. If enough resources are not assigned, the model or analysis may
be insufficient. Fourthly, a disadvantage identified by Banks et al., 1996,
p. 5), simulation is sometimes used when an analytical solution is
possible, or even preferable. Solvable queuing models may be used in
some circumstances.

Thanks to vendors of simulation software, model packages and
thorough analysis tools are available to address the disadvantages. Also,
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simulation may continually be performed even faster, thanks to advances
in hardware.

Simulation models

Simulation models may be classified in several ways. One general
classification scheme is shown in Figure 5 (Gordon, 1969; Banks et al.,
1996). The two main models are the physical and the mathematical. The
physical model is self-explanatory; the mathematical model uses symbolic
notation and mathematical equations to represent a system. These models
may then be further classified into szatic or dynamic. The static simulation
model, also referred to as Monte Carlo simulation, represents a system at a
particular point in time, i.e. time is not a variable. In contrast, the
dynamic model represents systems as they change over time. A
mathematical model may be dealt with either numerically or analytically.
The analytical approach is mostly used for optimization models to solve a
problem. Simulation models, on the other hand, are ‘run’ rather than
solved.

A third important distinction is made when describing simulation
models to tell whether the model contains random variables or not. A
model is said to be deterministic if it has a known set of inputs, which

Models
/
Physical Mathematical
/N
Static Dynamic Static Dynamic
Numeric Analytic Numeric

Simulation
Discrete «—» Continuous

Figure 5. General classification scheme of simulation models (combined from Gordon,
1969; Banks et al., 1996)

32

Elicitation and Management of User Requirements in Market-Driven Software Development



1. Research focus

2 A 8 A
(1]
=
o7 - =
26 T
1)
5
Z 4 —
3 —
2 —
| —
0 > >
Time Time
Discrete model state variable Continuous model state variable

Figure 6. Difference between the discrete and the continuous simulation models (Banks et

al., 1996)

result in a known set of outputs, i.e. no random variables. The opposite
model, the stochastic simulation model, has one or more random variables.
The output is then also random and must be treated accordingly as
statistical estimates of averages over time.

Finally, models may be classified into discrete or continuous models. In
a discrete simulation model, changes in the simulation happen only at
discrete points in time. In the continuous simulation model, the variables
change continuously over time. The difference is illustrated in Figure 6.
Although the models are categorized into discrete and continuous, it is
rare to find systems in the real world to fall exclusively in these two
categories. “But since one type of change predominates for most systems,
it will usually be possible to classify a system as being either discrete or
continuous” (Law & Kelton, 1991, p. 4). Discrete models are not always
used to model discrete systems, continuous models are not always used to
model continuous systems, and simulation models may even be
integrated (Zeigler, Prachofer, & Kim, 2000).

For the research presented in this thesis computers were utilized to
simulate a discrete, dynamic and stochastic queuing network model of a
requirements process. Queuing models may be used to calculate
performance in systems that can be described through a number of servers
and associated queues and are very well suited to reveal congestion (Banks
et al., 1996; Gordon, 1969). An illustration of a simple queuing system is
found in Figure 7, where a single server is serving the units of a calling
population. When the server is busy, the units in the calling population,
one at a time in a random fashion, joins the waiting line. The system is
described by its calling population, the nature of arrivals and servers, the
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Figure 7. A simple queuing system.

capacity of the system (how many units can be served simultaneously),
and the queuing discipline (how is the next unit to be served selected).
Simple queuing models may, as mentioned when reviewing the
disadvantages of simulation, be solved analytically but when they become
too complex, simulation is the only way to draw proper conclusions about
the system. For further details about the queuing network model used in
the research, see Paper 1.

1.4 Natural language processing

Language processing techniques emerged during the Second World War
when computers were utilized to break message codes (Jurafsky & Martin,
2000). Since then a number of overlapping fields have emerged:
computational linguistics, natural language processing (NLP), speech
recognition, and computational psycholinguistics. Although the fields
have more or less merged, NLP, which emerged in the field of computer
science, is the main interest of the research presented in this thesis.

The quest of NLP is to deliver well-engineered systems that rely on the
use of natural language. Such systems may serve as front-ends to databases
and allow users to enter queries in natural language rather than having to
learn a database query language, or to produce programs automatically
from a natural language description. This is accomplished through the use
of well-defined concepts within linguistics and computer science:

«  Morphology

The study of the meaningful components of words.

o Syntax
The study of the structural relationships between words.
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o Semantics
The study of meaning.

*  Pragmatics
The study of how language is used to accomplish a goal.

Discourse
The study of linguistic units larger than a single utterance.

The task in language processing is to resolve ambiguity in these
categories. 'This is accomplished through lexical or syntactic
disambiguation, which utilizes various techniques, such as part-of-speech
tagging, word sense disambiguation and probabilistic parsing (Jurafsky &
Martin, 2000).

For the market-driven development organisation, NLP may be a
means of finding support in handling requirements. Requirements are
still often written in natural language and although many requirements
activities rely on verbal communication and negotiations, requirements
carry information that somehow must be managed. Further, it becomes
more and more common for market-driven organisation to store
requirements in some form of repository, i.e. a database. Thus, NLP
techniques may be of even higher interest in such settings.

Although the boundaries are fuzzy, natural language processing may be
subdivided into statistical and non-statistical NLP. Statistical NLP can be
said to comprise all quantitative approaches to automated language
processing, including probabilistic modeling, information theory, and
linear algebra (Manning & Schiitze, 2000). Further, for the purposes of
the research presented in this thesis, yet another closely related field has
been explored: information retrieval (IR). Information retrieval primarily
deals with the representation, storage, organisation of, and access to
information items (Baeza-Yates & Ribeiro-Neto, 1999). Thus,
information retrieval is a highly interesting field when trying to manage
requirements.

In traditional information retrieval, the information items, called
documents, are indexed to provide a foundation for retrieving the
particular document. The index consists of index terms, which in a
restricted sense are keywords or groups of related words. By querying an
information retrieval system, i.e. requesting a document by submitting
one or more keywords, relevant documents are returned based on a match
between the submitted queries and the available index terms. The
described scenario is a rather simplified illustration of an information
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retrieval system. Behind the curtains, advanced ranking algorithms are
used to return the most relevant document.

The matching techniques in information retrieval may be used to
compare requirements and reveal similarities and relationships between
requirements. By complementing these techniques with semantic parsing
techniques from NLP, a rather high matching precision may be reached.
Unfortunately, the available techniques have not solved many of the
problems of NLP and a variety of approaches have been taken to try to
automatically handle requirements. An extensive survey of related work
within this field may be found in Paper IV. Progress has been made and
there is a better understanding of some of the limitations of the methods
that have been used. Thus, research will move on to investigate other
promising techniques and application areas.

Paper IV presents a baseline of an evaluation of duplicate identification
using a rather simplistic lexical analysis of requirements. Although
simplistic, a surprising accuracy can be reported. The evaluation scheme
in the paper and the baseline can be used in evaluations of future
improved approaches.

2. Research methodology

The research presented in this thesis has mainly been conducted using an
engineering approach, where situations have been observed and better
solutions have been proposed and evaluated. It is based on previous
findings in the study of a market-driven software development company,
which was struggling with process bottlenecks (Regnell et al., 1998) and
usability competition (Natt och Dag & Madsen, 2000). A number of
research issues, based on those findings, were formulated with one
fundamental vision in mind: to support the market-driven software
development organisation to timely deliver products that satisfy end users.
The purpose was thus to explore, describe and explain the market-driven
software development strategy, discover if improvements may be necessary
and, if they are, decide on which improvements that may be rewarding.

The vision and the research focus was used to formulate relevant
research questions, of which the ones addressed in this thesis are found in
the next section. With the research questions as the guide, research
projects were designed using both fixed and flexible design strategies. In a
fixed strategy, which is also referred to as the quantitative approach, the
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design is finished before data collection begins and the data collected is
usually in the form of numbers. In contrast, the flexible design, also
referred to as the qualitative approach, evolves during data collection and
usually involves collection of non-numerical data (Robson, 20021).

The fixed and flexible design strategies may be further classified. It is
virtually impossible to cover for all possible forms of enquiry, but the
following traditional research strategies are widely recognized (ibid.):

Traditional fixed design research strategies

1. Experimental strategy
A small number of variables are measured and others are
controlled. The researcher actively and deliberately introduces
some form of change in the situation, circumstances or experience
of participants with the view to producing a resultant change in
their behaviour.

2. Non-experimental strategy
A small number of variables are measured while others are
controlled. The research does not try to change the situation,
circumstances or experience.

Traditional flexible design research strategies

1. Case study
A single ‘case’ or a small number of related ‘cases’” are studied to
develop detailed, intensive knowledge. The study is made in the
context of the case.

2. Ethnographic study
How a group, organisation or community live, experience and
make sense of their lives and their world is captured, interpreted
and explained.

3. Grounded theory
A theory is generated from data collected during the study.

Research in software engineering is young and the subject is cross-
disciplinary. Therefore several research approaches and methods have
been adopted from other fields. Attempts have been made to characterize

1. The 2002 edition of Real World Research by Colin Robson has been thoroughly revised.
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research in software engineering but the picture is still not as clear as in
many other, more mature research fields (Shaw, 2002). Thus, software
engineering research methodology consensus is still to be reached. A part
of the problem lies in defining the boundaries of the field, which differ
from typical engineering research that builds on clearly defined scientific
principles. In a 1989 workshop, four methodologies were identified to
address this problem (Adrion, 1993; Glass, 1994; Wohlin et al., 2000):

o Scientific method
The world is observed and a model or theory of behaviour is
proposed based on the observations. The proposition is measured
and analysed, and hypotheses of the proposition are validated. If
possible, the procedure is repeated.

o Engineering method
Existing solutions are observed and better ones are proposed. The
propositions are realised and then measured and analysed. Until no
further refinements can be made the procedure is repeated.

o Empirical method
A model is proposed and measured and then analysed using
statistical methods. The model is validated and the procedure is
repeated.

o Analytical method
A formal theory, or a set of axioms, is proposed from which a
method is developed. Results are derived and, if possible, compared
with empirical observations.

The software engineering researcher typically seeks better (e.g. more
efficient, faster, less cumbersome, etc.) ways to develop and evaluate
software of acceptable quality, and motivated by real world problems,
solutions are sought that are also applicable to the real world. The
research presented in this thesis has mainly been conducted using the
engineering method. However, one singular label does not fully cover for
the approach taken. In addition to the engineering method, both the
scientific method and the empirical method have contributed to the
research in this thesis. A further classification of the research is found in
Section 2.3.
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2.1  Research questions

The research questions that have impelled the research presented in this
thesis are listed below in the order they are addressed in the thesis. The
research and accompanying research questions focus on requirements
elicitation and management in the market-driven software development
situation.

RQ1. Can discrete-event simulation be used to identify potential, future
bottlenecks in the requirements process?

RQ2. Which treatments are possible to avoid requirements process overload
due to high inflow of requirements?

RQ3. May an in-house usability evaluation be used, in a company inexpe-
rienced in usability, as a reliable sources for competitive software
requirements?

RQ4. How may differences and similarities of the needs and opportunities
Sfrom different marker segments distributed around the world, be
collected, measured and visualized?

RQ5. Can lexical constituents of natural language requirements be used to
automatically identify duplicates among requirements as a means to
reduce process overload?

2.2 Research methods

As mentioned, depending on the specific research methods chosen,
research may fit more or less accurately to a specific methodology. There
are a vast number of research methods available and the ones to choose is
dependent on the type of information that is sought (Robson, 2002). The
following list include the research methods most used:

o Surveys and questionnaires
A relatively small amount of data in standardized form is collected
from a relatively large number of individuals. The sample of
representative individuals is collected from a known population.
The standardize form is usually a written questionnaire.

» Interviews
An interviewer asks questions and the response is noted. Interviews
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may be fully structured, semi-structured or unstructured. The fully
structured interview has predetermined questions with fixed
wording, usually in a pre-set order. The semi-structured interview
has predetermined questions, but the order may be modified based
upon interviewers perception of what seems most appropriate. Also,
question wording may be changed and questions may be omitted or
added. Finally, the unstructured interview has a general area of
interest and may be completely informal.

o Observation
People are watched and what they do is recorded. Observation may
be direct or non-participarory. In the former the researcher takes part
in the activity while observing. In the latter the researcher does not
take part in the activity but rather tries to be quiet, watch and
understand. Ethically questionable in this stance is to conceal being
a observer.

o Simulation
Used to generate artificial historical data, which is observed to
investigate the plausible behaviour of a real system. This method
was further described in Section 1.3. To give good results,
simulation studies require a sound and thorough realization (Banks

etal., 1996).

o Content analysis
The content of existing documentation, which can be virtually any
written information, is analysed and conclusions based on the
content is reported.

In the next section a declaration of the methods used in this thesis is

found.

2.3 Research classification

The results in this thesis have been reached through the use of several of
the presented strategies and research methods. Table 3 provides a
mapping between the presented papers and the research questions,
strategies, methodologies and methods used. As mentioned before, one
methodology may not be a complete and accurate representation of the
presented research. The methodologies listed should rather be regarded as
an indication of the long-term approach taken.
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Table 3. A mapping between the papers in this thesis and the research questions,
strategies, methodologies and methods used. The listed methodologies do not
make up an exact representation of the presented research, but are rather
indications of the long-term approach taken.

Paper | Question Strategy Methodology Method

I RQ1, RQ2 Fixed & Empirical Simulation,
Flexible, Interview
Case study

I RQ3 Fixed & Engineering Questionnaire,
Flexible, Interview
Case study

1 RQ4 Fixed & Empirical, Survey,
Flexible, Engineering Questionnaire,
Case study Interview

v RQ1, RQ5 Fixed & Engineering, Content analysis,
Flexible, Empirical Interview
Case study

2.4 Validity

Although well-known strategies, methodologies, and methods have been
used to conduct the research and arrive at the conclusions presented in
this thesis, the results may be questioned for a number of reasons. The
validity of the results is a property that always should be addressed in
good research. Validity of research results is subdivided into four different
types, each addressing a specific methodological question (Trochim,
2000). They are explained below in the context of a causal study, where a
potential relationship between a cause and effect is sought.

o Conclusion validity
Is there a relationship between the cause and the effect? It may be
concluded that there is a relationship, that there is a positive
relationship, that there is no relationship, etc. In each of these cases,
the conclusion validity may be assessed.

o Internal validity
Assuming that there is a relationship, is the relationship a causal
one? A correlation between the cause and the effect in a study does
not necessarily mean that the construct is causing the effect.
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Figure 8. /lustration of the relationship between the different types of validity.

o Construct validity
Assuming that there is a causal relationship, can it be claimed that
the treatment reflects the construct of the treatment and that the
measure well reflects the idea of the construct of the measure? L.e.,
was the intended treatment really implemented and was the
intended measure really what was measured?

o External validity
Assuming that there is a causal relationship in the study between
the constructs of the cause and the effect, can the effect be
generalized to other places, times, or people? Claims may be made
that the research findings have implications for other similar
settings.

As the methodological questions above point out, the validity types
build on each other. In Figure 8 this relationship is illustrated, i.e. each
type assumes that the previous validity type is ensured.

Attempts should be made to reduce the threats to validity, i.e. the
reasons that a conclusion is wrong. For example, there may be insufficient
statistical power to detect a relationship, a sample size may be to small, a
measure may be unreliable, variability in the data may be caused by
random heterogeneity, etc. By showing that the possible alternative
explanations are not credible, the most plausible conclusion may correctly
and reliably be reached (Trochim, 2000).

Threats to validity of the research results in this thesis are discussed in
conjunction with the main contributions in Section 3.2.
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3. Research results

This chapter summarizes the main contributions and gives the reader an
introduction to the contents of each of the papers included in this thesis.

3.1 Main contributions

This thesis addresses a line of issues concerning requirements elicitation
and management in the market-driven software development
organisation. The main contributions from each paper presented in this
thesis are summarized below and related to the research questions RQ1-

RQ5 in Section 2.1.

C1: Technique to early identify forthcoming bottlenecks in the require-
ments process. (RQI, RQ2)
Discrete-event modelling and simulation techniques are showed
to correctly predict overload conditions in a requirements man-
agement process. The techniques may provide validated decision
support for process improvements.

C2: Methods for eliciting and validating reliable usability requirements
within the company. (RQ3)
Usability breaks are added to improve a well-known informal usa-
bility inspection technique, the heuristic evaluation. The tech-
nique is used to show how employees, unskilled in usability, may
successfully and rapidly find usability problems in the software
product that may be used as input to the requirements process. A
complementary usability evaluation, using questionnaires, is con-
ducted and evaluated. The method is suggested be used to cost-
effectively validate the appropriateness of requirements elicited in
the heuristic evaluation.

C3: Methods and visualization techniques for distributed prioritization of
requirements in order to provide decision support when regarding the
needs of several different markets. (RQ4)

A distributed prioritization process is tested and evaluated. The
process is used to capture the different prioritizations of require-
ments made by stakeholders in order to allow the next software
release to satisfy both the developing organisation and the
intended users. Two charts are proposed that help interpret prior-
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itization data collected in distributed prioritization. The charts
visualize differences and agreements among the different stake-
holders’ prioritizations.

C4: A baseline for evaluating supportive techniques that may assist the

requirements analyst through automated analysis of requirements
written in informal natural language. (RQ1, RQ5)
The feasibility of using natural language processing techniques to
identify duplicates is demonstrated through empirical investiga-
tion of using information retrieval techniques on real industrial
requirements. The results are evaluated and an evaluation baseline
is presented. An evaluation scheme is demonstrated and suggested
to be used to assess possible improvements.

The contributions above should be accredited to all the corresponding
authors who have been involved in the research. As far as my own
contributions are concerned, these are further elaborated in conjunction
with each of the listed papers in Section 3.3.

3.2  Threats to validity

The contributions listed in the previous section rely on conclusions drawn
from the results obtained. In the following paragraphs, the threats to
validity of these conclusions are discussed.

In the simulation study the major threat to validity concerns the
construct, i.e. the model and the degree to which it faithfully represents
its system counterpart (Zeigler et al, 2000). In the presented study,
validation has been achieved through an iterative process of running the
model and analyse the output behaviour. This process was terminated
when the model was considered to capture the system behaviour to the
extent demanded by our objectives. Furthermore, the company under
study validated the simulation output to be accurate, thus further assuring
construct validity. There may be threats to internal validity of the
conclusions on how to avoid bottlenecks, but although the results may be
somewhat surprising, they are considered plausible. Improvements to the
model were then identified and thus also other potential threats to
validity.

In the usability evaluation study, the heuristic evaluation was an
already tested and approved method for evaluation of usability.
Nevertheless, it was noted that the company found the outcome from the
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evaluation to be very valuable in the development process. Exactly how
simple the heuristic evaluation was perceived to be has not been properly
investigated, but the time invested by each evaluator in relation to the
outcome of the evaluation indicates that the effort anyhow was well spent.
The SUMI questionnaire used to obtain end users opinions is well
documented and has been thoroughly validated (Kirakowski & Corbett,
1996). These threats to construct and internal validity were parts of the
earlier concerns when choosing evaluation methods.

In the distributed prioritization study, two identified threats to internal
and construct validity are presented in the paper. The first concerned the
quality of prioritizations. It was recognized that stakeholders may not
know how particular requirements should be interpreted or how
important they are for the potential customers on their market. The other
threat concerned ‘shrewd tactics’, implying that stakeholders could give an
extra-low priority to requirements they knew other stakeholders would
give high priorities, just in order to influence the total result to fit their
aims. With the presented technique the actual events are impossible to
determine. In both cases, another prioritization method is suggested that
may address these threats. The threats to the validity of the results from
questionnaire lie in the testing method itself, i.e. how questions are
formulated and ordered and which answers were available in the closed
questions.

In the study of automated duplicate identification, there may be
several threats to internal and construct validity of the implementations of
the programs that parsed the requirements. Several questions may be
raised: if the stop word list is appropriate, if the stemming scheme is
appropriate, the results are credible, etc. Fortunately, errors were detected
in the analysis when they were repeated. By using different tools to
analyse the results, those threats were minimized. However, for the
purpose of the study, to investigate the feasibility of the techniques
through duplicate identification and to provide a baseline for further
evaluations, the methods were carefully evaluated.

The case study strategy, which is used throughout the presented
research, entails specific external validity threats. The external validity, i.e.
the generalizability, is the most problematic and results from further
studies are the only cure to this threat. However, the presented work has
been conducted with previously stated objectives in mind (see start of
Section 2 on page 36) and it has been of ethical concern and aim to only
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report on results that have also been questioned by the authors
themselves.

3.3 Summary of papers

The following summary lists the title, author, conference or publication,
and abstract of each individual paper in this thesis. In conjuction to each
abstract, the indiviual authors’ contributions are reported.

PAPER I: Exploring bottlenecks in market-driven requirements
management processes with discrete event simulation

Martin Hist, Bjorn Regnell, Johan Natt och Dag, Josef Nedstam,
& Christian Nyberg.

Journal of Systems and Software, 59, 323-332, 2001.

This paper presents a study where a market-driven requirements
management process is simulated. In market-driven software
development, software packages are released to a market and not
developed specifically for a single customer. New requirements are
continuously issued, and the objective of the requirements management
process is to sort, manage, and prioritize the requirements. In the
presented study, a specific requirements management process is modelled
using discrete event simulation, and the parameters of the model are
estimated based on interviews with people from the specific organisation
where the process is used. Based on the results from simulations,
conditions that result in an overload situation are identified. Simulations
are also used to find process change proposals that can result in a non-
overloaded process. The risk of overload can be avoided if the capacity of
the requirements management process is increased, or if the number of
incoming requirements is decreased, for example, through early rejection
of low-priority requirements.

The research in this paper was mainly initiated by Dr. Hist and Dr. Regnell.
In terms of writing the authors contributed to an extent corresponding to the
order of the authors names. All the authors contributed in the discussions,
implementation and simulations of the queuing network model.
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PAPER II: An industrial case study of usability engineering in market-
driven packaged software development

Johan Natt och Dag, Bjorn Regnell, Ofelia S. Madsen, & Aybiike Aurum.

M. J. Smith, G. Salvendy, D. Harris & R. J. Koubek (Eds.), Proceedings of HCI
International: Vol. 1. Usability Evaluation and Interface Design: Cognitive
Engineering, Intelligent Agents and Virtual Reality (pp. 425-429). Mahwah, NJ:
Erlbaum. 2001.

In market-driven software development it is crucial to produce the best
product as quickly as possible in order to reach customer satisfaction.
Requirements arrive at a high rate and the main focus tends to be on the
functional requirements. The functional requirements are important, but
their usefulness relies on their usability, which may be a rewarding
competitive means on its own. Existing methods help software
development companies to improve the usability of their product.
However, companies that have little experience in usability still find them
to be difficult to use, unreliable, and expensive. In this study we present
results and experiences on conducting two known usability evaluations,
using a questionnaire and a heuristic evaluation, at a large software
development company. We have found that the two methods
complement each other very well, the first giving scientific measures of
usability attributes, and the second revealing actual usability deficiencies
in the software. Although we did not use any usability experts, evaluations
performed by company employees produced valuable results. The
company, which had no prior experience in usability evaluation, found
the results both useful and meaningful. We can conclude that the
evaluators need a brief introduction on usability to receive even better
results from the heuristic evaluation, but this may not be required in the
initial stages. Much more essential is the support from every level of
management. Usability engineering is cost effective and does not require
many resources. However, without direct management support, usability
engineering efforts will most likely be fruitless.

The research presented in this paper is based on previous work by Ms. Madsen
and Myr. Natt och Dag. The first author pursued, together with Dr. Regnell
and Dr. Aurum, with further conclusions on the context. The paper was
mainly written by Mr. Natt och Dag.
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PAPER III: An industrial case study on distributed prioritisation in
market-driven requirements engineering for packaged software

Bjorn Regnell, Martin Host, Johan Natt och Dag, Per Beremark,
& Thomas Hjelm.

Requirements Engineering, 6, 51-62, 2001.

When developing packaged software, which is sold ‘off-the-shelf” on a
worldwide marketplace, it is essential to collect needs and opportunities
from different market segments and use this information in the
prioritisation of requirements for the next software release. This paper
presents an industrial case study where a distributed prioritisation process
is proposed, observed and evaluated. The stakeholders in the
requirements prioritisation process include marketing of offices
distributed around the world. A major objective of the distributed
prioritisation is to gather and highlight the differences and similarities in
the requirement priorities of the different market segments. The
evaluation through questionnaires shows that the stakeholders found the
process useful. The paper also presents novel approaches to visualise the
priority distribution among stakeholders, together with measures on
disagreement and satisfaction. Product management found the proposed
charts valuable as decision support when selecting requirements for the
next release, as they revealed unforeseen differences among stakeholder
priorities. Conclusions on stakeholder tactics are provided and issues of
further research are identified, including ways of addressing identified
challenges.

The approach to use fictitous money in the prioritization of requirements was

proposed by Mr. Hjelm. Dr. Regnell and Dr. Host developed the distributed
prioritization method together with Mr. Beremark and Mr. Hjelm. The
visualization charts and the measures were mainly developed by Dr. Regnell.
The questionnaire was designed by Dr. Regnell and Dr. Host and validated by
Mp. Beremark and Mr. Hjelm. The results from the evaluation were analysed
and presented by Mr. Natt och Dag.
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PAPER IV: A feasibility study of automated natural language
requirements analysis in market-driven development

Johan Natt och Dag, Bjorn Regnell, Pir Carlshamre, Michael Andersson,
& Joachim Karlsson.

Requirements Engineering, 7, 20-33, 2002.

In market-driven software development there is a strong need for support
to handle congestion in the requirements engineering process, which may
occur as the demand for short time-to-market is combined with a rapid
arrival of new requirements from many different sources. Automated
analysis of the continuous flow of incoming requirements provides an
opportunity to increase the efficiency of the requirements engineering
process. This paper presents empirical evaluations of the benefit of
automated similarity analysis of textual requirements, where existing
Information Retrieval techniques are used to statistically measure
requirements similarity. The results show that automated analysis of
similarity among textual requirements is a promising technique that may
provide effective support in identifying relationships between
requirements.

The techniques used in this paper were selected, implemented and evaluated
by Mr. Natt och Dag, with assitance from Dr. Regnell. The evaluation scheme
was suggested by Dr. Regnell. Dr Carlshamre contributed with the data for the
interrelationsship analysis and also to conclusions on the presented work.

Mp. Beremark provided the underlying data and Myr. Andersson provided
additional information and also conducted a manual analysis of a subset of
the requirements. Dr. Karlsson contributed with ideas for further applications.

My Natt och Dag wrote most of the paper with assistance from Dr. Regnell
and Dr. Carlshamre.
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4.

Further research and future plan

Several issues for further research have been identified during and in
connection with the research presented in this thesis. Examples of these
issues are listed and described in the following section and a more focused
plan and accompanying research strategy for the following two years are
presented in Section 4.2.

4.1

Further research

There are many possible improvements to be made to the methods and
techniques presented in this thesis. Furthermore, the research strategy
used, i.e. the case study, entails threats to external validity. Therefore, a
general improvement would be to replicate the studies in various, similar
settings or with different data. Before that, no certain conclusions on the
generalizability of the results can be made. Other, specific suggestions for
improvements are grouped below according to the related paper.

The simulation study may be superseded by investigating different
ways of improving the simulation model and by looking into different
ways of reducing congestion in the requirements process:

FR1:

FR2:

FR3:

FR4:

The simulation model simplifies the implementation of the
must- and wish-lists. The simulation model may be improved
to more realistically represent the actual process of how require-
ments are selected for the lists. This may enable investigation of
the quality of the process outcome.

The simulation model simplifies the use of employees to be
dedicated to a particular phase. Modelling servers as a single
pool of resources, in which each resource has certain competen-
cies, may improve accuracy.

The simulation study suggest two ways of reducing congestion
in the process. Exactly how this may be achieved could be sub-
ject for further research.

The discrete-event nature of requirements may be motivated,
but there may also be continuous elements in the process that is
better modelled with a continuous simulation model. Advan-
tages and drawbacks of using discrete-event, continuous, or
hybrid simulation models may be investigated.
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The market-driven development organisation demands quick and
accurate results. Thus, the usability evaluation study may be superseded
by further evaluations and improvements of the heuristic evaluation as an
in-house usability evaluation technique:

FR5: The presented study proposes usability breaks in the scenarios
to keep inexperienced evaluators focused on usability issues. To
which extent this improvement actually helps may be an issue
for further research.

FRG6: Employees may be short of time and have diverse competen-
cies. Exploring the quickest and best ways to select usability
evaluators within a software development company, may pro-
vide means to keep obtaining good results from subsequent
evaluations.

FR7: Results from the presented study suggest that a short introduc-
tion or education in usability could give a usability evaluation
outcome of higher quality. Measurements of the improvements
achieved by first educating potential usability evaluators in usa-

bility may verify this.

FR8: How the outcome of the usability evaluation is utilized in the
software development process has not been studied. To better
motivate usability evaluations of the kind presented, investiga-
tions could be made of to what extent the evaluation results in
improved usability of the product. It could also be studied if
the techniques cause any other benefits, e.g. any kind of
improvements in software or development but not specifically

in usability.

Prioritization is an important issue for the market-driven software
development company (see ‘Specific RE issues’ in Table 1 on page 18).
Prioritization methods may be further investigated and situations how
distributed prioritization is best utilized may be studied:

FR9: The presented paper use fictitious money to prioritize require-
ments. As pair-wise comparison, based on the analytical hierar-
chy process, have been shown to be accurate and efficient, this
method may be of interest to evaluate in a distributed setting.
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FR10: The study concludes that stakeholders and product and quality
management find the distributed prioritization useful and the
visualization charts valuable decision support. A follow-up
study may investigate the actual impact of the decided consoli-
dated prioritization from distributed prioritization.

FR11: The acceptance among stakeholders of the presented technique
was somewhat evaluated. Further studies may investigate if
stakeholders whose ratings in prioritization differ significantly
from the final decision are more inclined to accept the decision
thanks to the increased transparency of the prioritization proc-
ess.

One way to resolve congestion in the requirements process was found
to be to relieve the burden on people working in the process (see Paper I).
Automated requirements relationship analysis may be one step to towards
this goal. The simplistic techniques presented in Paper IV may obviously
be further investigated, improved and evaluated:

FR12: The presented study found automated requirements analysis to
be feasible for duplicates identification and removal. For a bet-
ter understanding of when these techniques may be supportive,
process issues, such as when requirements analysis should be
performed, who should perform the analysis and how the anal-
ysis is cost-efficient to perform, may be further studied.

FR13: The content in natural language is one relevant source for anal-
ysis. Additional information carrying requirements attributes
and fields may improve precision. It may be interesting to
investigate how different ways of representing requirements
affect the results. Which representation is best suited for high
precision in automated similarity analysis?

FR14: Several NLP-related improvements may be considered to
increase method accuracy. Examples include: the use of a
domain-specific stop list, a thesaurus with general synonym
words, spelling correction prior to the automated similarity
analysis and by not discriminating between words with a short
editing distance.
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FR15: In the borderland between natural language processing and lin-
guistics, smart algorithms may improve method accuracy. Some
words may be over-represented in the set of false positives.
Removing these words may improve the precision. This is also
an example of where it may be possible to make the algorithm
self-adjustable based on human corrections.

FR16: Pure linguistic methods and techniques may provide means for
improving method accuracy. For example, linguistic methods
may provide more precise analysis of natural language require-
ments on a semantic level. This may include the use of ontolo-
gies or word nets.

FR17: Automated analysis techniques may work at a technical and
engineering level. For the ideas to be useful it is valuable to
investigate ways of visualising the results from automated simi-
larity analysis and supporting the requirements engineer in the
navigation among related requirements.

4.2  Future plan

A possible plan for further research for the next two years, incited by the
results presented in this thesis, is here hypothesized, motivated and
presented.

According to a study of software technologies it takes in between 15 to
20 years for a technology to evolve from concept formulation to the
propagation throughout the community of users (Redwine & Riddle,
1985; Shaw, 2002). Considering the age of requirements engineering and
the attempts made so far to automatically analyse textual representations
using natural language processing techniques, a breakthrough may still be
some years away. Nevertheless, the issue is interesting and several
industrial partners are positive.

Preliminary results from an ongoing, not yet published, industrial
survey (Related Papers, [XII], page 13) indicate that tools for basic needs
that are simple to use are highly desirable. The results also indicate that
natural language is used extensivly when specifying and managing
requirements. One of the basic needs, avoiding requirements process
bottlenecks, is presented in this thesis and linguistic methods are
suggested to partially fulfil this need. Thus, it is of high interest to develop
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supportive tools that incorporates several techniques aimed for the
market-driven software development organisation.
The following research issues are planned to be addressed:

1. Explore and understand the current state of affairs in market-driven
requirements engineering.
An important basis for drawing conclusions about situations when
automated analysis may be of interest, is the understanding of the
current situation in requirements engineering. Descriptive,
qualitative, and quantitative studies provide means to explore and
understand how requirements are managed today and what the
problematic issues may be.
Research question (FRQ1): 70 what extent is natural language used
to specify requirements in current market-driven software development
companies?

2. Further evaluate automated relationship analysis of requirements.

To further validate automated relationship analysis techniques it is
of vital importance to replicate the evaluation using different sets of
requirements. With a substantial set of requirements databases it
may be possible to find means of refinement and improvements of
the techniques in order to increase their accuracy. In a forthcoming
study, it will be investigated if the techniques may be used to relate
market requirements and business requirements.

Research question (FRQ2): Which techniques may improve the
accuracy of automated relationship analysis of requirements?

3. Investigate the limits of real-word applications of automated analysis

It is desirable to find techniques suitable for supporting the
requirements analyst in her daily work. The intent is not in any way
to replace human judgement. Therefore, it is of interest to
investigate to what extent the requirements manager could be
assisted by the proposed techniques. How reliable are the
techniques and when and how are they best used?

Research question (FRQ3): Whar are the possible applications of
automated relationship analysis techniques to support the requirements
analyst?

4. Develop prototype tools to test utilization and visualization of
automated analysis technigues.
Putting the analysis techniques in the context they belong enables
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further assessment of their feasibility. In developing tools to support
the techniques, further improvements issues may be revealed. In
order for the techniques to be usable, there must be ways to easily
adopt them and incorporate them into the present development
process. Proper visualization of the results from automated analysis
may be one way to aid the requirements manager.

Research question (FRQ4): How may the result from automated
relationship analysis techniques best be supported by and visualized in
CASE tools?

The research questions will be tried to be answered by conducting case
studies on as many sets of real industrial requirements as possible. By
using empirical methods to validate each step, proper improvement will
hopefully be possible to be made. Experiments in a real-world setting
would be a desirable strategy to investigate the usefulness of automated
analysis techniques. A mapping, corresponding to the one found in
Table 3 on page 41, between the research questions and the planned
strategies, methodologies and methods to be used, is found in Table 4.

Table 4 concludes the introduction of this thesis. In the subsequent
pages, following the references in the next section, research papers I

through IV are found.

Table 4. A mapping between future research questions and planned strategies,
models, methods. The methodologies may not make up an exact representation of
the planned research, but are rather indications of the approach to be taken.

Question Strategy Methodology Method
FRQ1 Fixed & Empirical Interview,
Flexible, Survey,
Etnographic study Questionnaire
FRQ2 Fixed & Engineering, Content analysis
Flexible, Empirical
Case study
FRQ3 Flexible, Empirical Survey,
Etnographic study Questionnaire,
Simulation
FRQ4 Fixed & Engineering, Controlled
Flexible, Empirical experiment,
Experimental Questionnaire,
Interview
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Exploring bottlenecks in market-driven
requirements management processes
with discrete event simulations
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Abstract

This paper presents a study where a market-driven requirements
management process is simulated. In market-driven software
development, generic software packages are released to a market with
many customers. New requirements are continuously issued, and the
objective of the requirements management process is to elicit, manage,
and prioritize the requirements. In the presented study, a specific
requirements management process is modelled using discrete event
simulation, and the parameters of the model are estimated based on
interviews with people from the specific organisation where the process is
used. Based on the results from simulations, conditions that result in an
overload situation are identified. Simulations are also used to find process
change proposals that can result in a non-overloaded process. The risk of
overload can be avoided if the capacity of the requirements management
process is increased, or if the number of incoming requirements is
decreased, for example, through early rejection of low-priority
requirements.
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1. Introduction

Requirements Engineering (RE) in a market-driven context, where
succeeding versions of a software package are released to a market, is
getting increased attention (Lubars, Potts & Richter, 1993; Potts, 1995;
Yeh, 1992). When developing software for a market, rather than for a
single customer, the pressure on short time-to-market is evident. An
effective engineering of software requirements is an important success
factor for meeting market demands. RE involves activities such as
analysing and prioritizing requirements, and maintaining a database of
requirements that may be implemented in the future. This part of the
software process requires resources, and the allocation of resources to
activities related to requirements selection and release planning is crucial
to the continuous delivery of competitive software releases. Traditional
RE has mainly been focused on the bespoke situation where a specific
system is developed based on a contract with a specific customer. The
market-driven situation, however, has special challenges regarding
scheduling constraints and stakeholding (Sawyer, 2000), and there is an
industrial need for process improvement in this area (Sawyer, Sommerville
& Kotonya, 1999).

One way of analysing process improvement proposals is to carry out
pilot studies or controlled experiments within the specific organisation
(Wohlin et al., 2000). However, this requires much resources and an
alternative approach is to carry out simulations of the organisation instead
(Kellner, Madachy, & Raffo, 1999; Pfahl & Lebsanft, 2000). This is an
engineering approach that is chosen in many other areas, and it can, of
course, be applied in evaluation of software development processes too.
After the new processes have been analysed through simulation they can
be analysed in experiments and case studies. In this way simulations can
be a natural part of technology transfer and evaluation. Simulations may
reduce the risk of implementing process changes that are not resulting in
improvements. Since many people in the organisation often are involved
in experiments and pilot-studies, it may be a large problem if the wrong
changes are introduced and evaluated. This can very well damage the
continued process improvement work in the organisation for a long time.
Thus, there is a clear opportunity for simulation as a first step in the
evaluation of new software process technology.

The objective of the presented study is to investigate if simulation can
help in exploring bottlenecks and overload situations in RE processes.
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2. The REPEAT process

The object of simulation is a specific process called REPEAT (Regnell,
Beremark, & Eklundh, 1998), which is used by a leading CASE-tool
developer for real-time systems development (Telelogic AB). The
REPEAT process is a result of an improvement programme that started in
1995, as Telelogic considered efficient RE a key success factor. After the
introduction of REPEAT, a significant improvement in delivery precision
and product quality was gained. However, after a number of releases with
REPEAT, it was realized that market pressure resulted in a number of
further challenges regarding through-put and congestion (Regnell et al.).
This led to a research project with the objective of further understanding
and improving market-driven RE. The presented work is a part of this
effort.

All figures and data in this paper refer to the period 1998-1999. Since
then, Telelogic has grown considerably, and Telelogic has continuously
introduced improvements in order to meet the challenges of the market.
The principal results presented in this paper are thus relevant for
understanding market-driven requirements management in general,
rather than characterizing the current and future situation at Telelogic. In
the following, all references to the “current” or “actual” situation relates to
the time-frame from 1998-1999.

The simulation study presented in this paper, applies discrete event
simulation (Banks, Carson, & Nelson, 1996) using a queuing network
model (King, 1990). A major objective of the simulation study is to
explore the conditions under which the process becomes overloaded. It is
also investigated which resources are needed in order to handle a certain
frequency of new requirements. Simulations are carried out in order to
explore the conditions that result in an overloaded process, and to find
changes to the process that may remove bottlenecks.

The paper is structured as follows. In Section 2, the REPEAT process
is presented, and Section 3 presents the simulation model. The results of
the performed simulations are presented in Section 4. In Section 5,
conclusions and suggestions for further research in the field are presented.

2. The REPEAT process

REPEAT manages requirements continuously by controlling a product
pipeline in which three releases are developed in parallel. The product
pipeline delivers two new product releases per year. REPEAT covers
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Figure 1. The milestones and phases of the REPEAT process, aligned with a fixed release

schedule.

typical RE activities, such as elicitation, documentation, and validation,
and the process has a strong focus on requirements selection and release
planning. A schematic picture of the process is shown in Figure 1.

REPEAT is instantiated for each release, and each process instance has
a fixed duration of 14 months. Each REPEAT instance consists of five
different phases separated by milestones at pre-defined dates. The
Elicitation phase deals with the collection and initial classification of
requirements. The Selection phase includes detailed specification of each
requirement and release planning. The Change Management phase is
active in parallel with construction (design, implementation, and testing
of requirements for the coming release) and manages changes in
requirements priorities due to events such as emergence of high-priority
requirements and delays. The Conclusion phase includes post-mortem
documentation. Each of these phases are further described below.

2.1  Elicitation.

The elicitation phase includes two activities: collection and classification.
Collection of requirements is made by an issuer that fills out a web-form
and submits the requirement for storage in an in-house-built database.
Requirements are described using natural language and given a summary
name by the issuer. An explanation of why the requirement is needed is
also given. The issuer gives the requirement an initial priority B which
suggests in which release it may be implemented. P is a subjective measure
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reflecting the view of the issuer, and is measured on an ordinal scale with
three levels, as shown in Table 1.

2.2 Selection.

The goals of this phase are:
1. to select which requirements to implement in the current release
2. to specify the selected requirements in more detail
3. to validate the requirements.

The output of this phase is a requirements document which includes a
selected-list with a detailed specification and effort estimation in hours of
all selected requirements, and a not-selected-list including the
requirements that are postponed to the next release. The selected
requirements are divided into a must-list and a wish-list. The must-list
comprises requirements that are estimated to take 70% of the available
effort, while the wish-list comprises requirements that are estimated to
take 60% of the available effort. This implies that if the effort estimations
are correct, half of the wish-list will be implemented, and the rest will be
reconsidered for implementation in the next release. However, all the
requirements on the wish-list are specified, so if the estimations are not
correct there will still be a number of specified requirements to implement
in the release.

2.3 Change management during construction.

This phase of the REPEAT process is carried out in parallel with the
design, implementation, and testing of the requirements, and handles
changes in the priorities of the requirements. There are two sub-phases of
this phase, one before code-stop (34 in Figure 1) and one after code-stop
(4-5 in Figure 1). After code-stop no implementation is carried out.
Instead the focus is on testing. If new priority-1-requirements are issued,
these may be allowed to affect ongoing construction, and in the change
management phase the requirements on the must- and wish-list may be
rearranged so that new and more important requirements can be
incorporated. The 70%-60% rule for the must- and wish-lists must,
however, still hold, implying that some less important requirements
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should be postponed in order to incorporate the new, more important,
requirements.

2.4 Conclusion.

In this phase metrics are collected and a final report is written that
summarises the lessons learnt from this REPEAT enactment.

During 1998 and 1999, the number of unimplemented requirements
in the requirements database has increased, and the REPEAT process has
at times been in a state of congestion. Process simulation gives the
opportunity of investigating the behaviour of the process under different
circumstances. Results from simulations may provide quantitative
measures, which can act as decision support when allocating resources to

different activities in REPEAT.

3. The simulation model

Based on the REPEAT process model (Regnell et al., 1998), an initial
simulation model was created, including some major simplifications. The
model was then iteratively refined and specialized until it provided an
adequate degree of abstraction. As a last step an interview with personnel
at Telelogic gave the actual values for the model parameters, along with a
confirmation that the model was sufficiently accurate.

3.1 Structure of the model

The REPEAT process simulator is a queuing network model and is
implemented using discrete event simulation (Banks et al., 1996). The
simulated model is depicted in Figure 2. Requirements enter the
simulator from the environment. A requirement must pass the three
phases elicitation, selection and construction in order to be included in a
release. (The conclusion phase found in Figure 1 was not included in the
simulation model as it is independent from the rest of the phases and does
not affect congestion and throughput).

In the elicitation phase, incoming requirements are entered into the
system and given an initial priority. In the selection phase, the
requirements that are to be included in the release are selected, and in the
last phase the requirements are constructed. The phases are modelled as
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Figure 2.  Simulation model.

processes with a queue of incoming requirements, and a pool of servers
which represent the employees. Each phase is thus modelled as a FIFO
queue with m servers. Requirements enter the system according to a
Poisson-process, and the elicitation phase is therefore an M/G/m queue,
while the two other phases are G/G/m queues.

In the elicitation phase, every requirement receives a priority. All
requirements having normal priority, i.e. priority 2, are transferred to the
selection phase within the current release. Priority 3 requirements are
postponed to the selection phase of the next release. Priority 1
requirements are moved to the selection phase of the previous release.

In the simulation model all releases have their own resources. That is,
when a release is instantiated in the model, a number of servers in each
phase are created. The servers in the selection phase are idle during
elicitation, waiting for the selection phase to start. The servers in the
construction phase are idle during elicitation and selection, while waiting
for the construction phase of the previous release to finish. The personnel
that are represented in the simulation model by the servers, are in reality
the same persons represented by the servers in the previous release. This is
a simple way of modelling that the same persons divide their time
between different activities.

During selection, the time each requirement will spend in construction
is estimated. A must-list and a wish-list is constructed according to the
description of the REPEAT process given above. Requirements that enter
either of these lists are transferred to the construction phase of the current
release. Requirements that are not selected for either of these lists are sent
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to the selection phase of the next release, where they may or may not be
selected for construction.

When the servers start working they check if it is possible to perform
the job next-in-line within the deadline of the release. When the deadline
for the release approaches, some requirements may be left uncompleted
and sent to the selection phase of the next release. This occurs because
there is a parameter-controlled error in the estimation of the required
work, and because the wish-list includes more requirements than is
possible to construct during one release in order to get a better utilization
of the available resources.

All this means that a requirement may pass the selection phase several
times during its lifetime. A requirement requires serving time in every
phase it passes, which imply a certain amount of overhead when re-
routing a requirement to another release.

3.2 Parameter estimation

The simulator accepts a set of input parameters which specify the
simulated situation. These input parameters include the number of
requirements entering the process each day, the number of available
servers (employees) for each phase, and the average time spent on a
requirement in each phase (see further Table 2).

The actual values for the parameters are based on data from interviews
with an expert from Telelogic. The requirements are modelled to have an
exponentially distributed intensity of arrival, i.e. they arrive according to a
Poisson process. The distributions of the serving times in the various
phases can be modelled in a number of ways. In (Host & Wohlin, 1997;
Host & Wohlin, 1998) it is shown that a suitable way to model serving
times based on subjective estimates given by domain experts is to use
triangular  distributions. Based on a triangular distribution, the
interviewed expert estimated the smallest possible value, the most likely
value, and largest possible value of the serving time for each phase. Data
from interviews also provided estimations of parameters regarding the
number of employees in each phase, the number of requirements of
different priorities, and the average estimation error that is made when
estimating the serving time in the construction phase.

The interviews also exhibited that if a requirement has been in one
selection phase, and later is sent to a selection phase in another release, it
requires only about a fifth of the time spent in the original phase.
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The interviews with the expert also concerned general experiences with
the REPEAT process. After five releases the requirements database
contained almost 2,000 requirements. For each of the five releases, about
75 requirements were implemented, which imply that the requirements
database contained about 1625 unimplemented requirements.

3.3 Discrepancies between simulator and process

There are two significant simplifications in the model. First of all, the
server model does not completely match the actual use of employees. In
reality there is a single pool of employees containing a number developers
working on a number of modules. The single pool of developers work in
all three phases (elicitation, selection and construction) for all releases.
The simulation model, however, has one pool of servers for every phase of
every release. To adjust this, each phase has a parameter indicating when it
starts, and the construction phase has a parameter indicating when it
finishes, i.e. the release deadline. The servers of each phase are idle when
the phase is inactive. This solution gives an adequate accuracy validated
by the interview results.

The second simplification is the way the must- and wish-lists are
constructed. The model just takes the first incoming requirements and
puts them into the must-list until it is full. Thereafter the wish-list is
filled, and late jobs are not selected. This means that priority 1
requirements rarely get selected, as they are sent to the previous release,
and arrive there late, when the lists are already full. This simplification
can be addressed by changing the simulation model so that requirements
are inserted into the lists in a way more similar to the real situation, e.g.
by inserting a new job into a random position in the list, whereby the last
jobs are pushed off the list. The random distribution can in turn be
dependent on the priority of the requirement, or other factors, such as
how old the requirement is. These possible enhancements are, however,
not implemented in the simulation model as the simulator is not used for
investigating the quality of the outcome, but for exploring timing,
capacity and throughput.

Another simplification regards the estimated construction effort. Data
from the interviews specify the distribution of the total time spent on
construction for each requirement. However, large requirements can in
reality be divided into several smaller requirements, which in turn can be
scheduled over many releases. Therefore, the triangular distribution of the
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serving times in the construction phase was modified. The maximum
serving time was changed from the original 170 days to 91 days, and the
most common serving time was changed from 19 days to 45 days in order
to produce the same workload. Otherwise the largest jobs would never be
implemented in the simulation model.

Other simplifications include the fact that the simulator model never
rejects requirements, which is done to a small extent in the actual process.
However, requirements are removed so rarely in reality that we do not
believe that it affects the validity of the results very much.

In general, we believe that the identified simplifications have
insignificant impact on the principal results of the simulations.

3.4 Model implementation

The model was implemented as a discrete event simulation model in SDL
(ITU-T, 1999). A discrete event simulation model was chosen, because it
is a straightforward way of implementing models that represent networks
of queues. SDL was chosen because it is based on real-time processes and
it supports the creation of discrete event simulators. Another advantage of
choosing SDL is that the case tool that the modelled company develops
can be used to develop systems in SDL. In fact, the model is implemented
with the case tool developed by Telelogic. This means that almost all
people at the company understand the notation of the model. The
presented research represents the first attempt to model the REPEAT
process in a simulation model. In the future it would be possible to carry
out not only discrete event simulations, but also systems dynamics
simulations of the process.

After the model was implemented, a simple version was created by
making all serving times exponentially distributed. Special-case
parameters were used which enabled analytical validation of the simulator
through e.g. Little's theorem (King, 1990). This proved that the
simulator was implemented according to the queuing network model.
The complete simulator was then validated by comparing throughput and
congestion against data from the expert interviews. The simulator
matched the real number of requirements implemented per release, and
therefore also the real number of requirements waiting to be implemented
after five enactments of the REPEAT process.
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4, Results

The results from simulations of the REPEAT process are based on a
number of executions of the simulator with various input parameter
settings in order to verify the simulation model and draw conclusions
from it. The simulation model can be used to analyse many different
characteristics of requirements management processes, and the simulation
results may act as a valuable decision support.

Four simulation cases are presented in order to illustrate the usage of
the simulator and to show the impact of process changes.

The first case is a baseline situation where no prioritization of
requirements are made, i.e. all requirements have priority 2. This case is
primarily used to verify the model and is presented and analysed to
facilitate comparison with the following cases. The second case introduces
prioritization and is based on the actual situation as determined by the
data from interviews. In the third and fourth case, changes to the
simulation parameters are introduced in order to investigate what amount
of increase in capacity or decrease in work load is needed to make the
process stable. These values have been found by observing the result for a
number of different values. The parameter values that are used in the
simulations are summarized in Table 2.

4.1 Case 1: No priorities

A baseline situation, to which other cases can be compared, is when every
elicited requirement is selected and subsequently constructed within the
same release, and all requirements have priority 2. In this case, no
requirements are re-routed between releases based on priority
(requirements are only re-routed when time constraints forces
requirements to be forwarded to the selection phase of the next release).

Figure 3 shows the total number of requirements in the selection
phases for a number of releases. The selection phases are shown for up to
five full releases, with the left-most curve corresponding to release 1 and
the subsequent curves corresponding to the following releases. Release 6
and 7 can thus be viewed in part.

The y—axis shows, for each release, the sum of requirements in the
queue and requirements currently being processed by the servers. From
the time when selection begins, there are always requirements to handle
and the servers are never idle. For example, in release 1 there are
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Figure 3.  Cuse 1: No priorities. Number of requirements in the selection phases of releases

1-5 and parts of release 6 and 7.

approximately 400 requirements waiting in the queue ready to be
analysed. Thus, from the time when selection begins the servers are
constantly busy until all requirements have been handled.

An important conclusion that can be made from the figure is that this
process is overloaded. In the fifth release there are approximately 1600
requirements waiting to be handled in the next selection phase and the
amount increases to the next release. There are approximately an
additional 250 requirements for each release.

There is no rejection of requirements in the simulation model. All
requirements entering the elicitation phase are kept in the system until
released. The requirements that the construction servers do not manage to
implement are forwarded to the next release. As the figure shows, the
number of requirements in the queue is constantly increasing. Rejecting
some requirements, such as duplicates or obsolete requirements, would
reduce the queue build up. From the interviews it is found that in reality
only about 5-10% of the total number of requirements are rejected. This
low rejection rate is not enough to make the process stable.

In release 2, a slight deflection at day 180 from the start of the
simulation can be noticed. This happens when requirements no longer are
forwarded from the previous release.

In release 1, the slope of the first half of the curve corresponds to that
of the arrival intensity. In the subsequent releases the slope of the curves,
after the deflections, also corresponds to the arrival intensity. We can
therefore draw the conclusion that the elicitation phase does not get
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Figure 4.  Case 1: No priorities. Number of requirements in the construction phases of
releases 1-5.

overloaded; it is selection and construction that is in a state of congestion.
This conclusion can be verified by a separate analysis of the elicitation

phase.

Figure 4 shows the results from the simulation of the construction
phases of subsequent releases. As before, the graph shows releases 1
through 5 from left to right. The construction phase is situated later in
time and consequently we can only see a part of release 6.

This graph shows both the number of requirements in the queue
overlaid with the number of requirements currently being handled in the
servers. Focusing on one release, as shown magnified in Figure 5, it can be
seen that the queue builds up rather fast. The fast build-up of the queue
(105 requirements in about 30 days) can be derived from the selection
phase graph (Figure 3). By observing how many requirements that are
handled from the point when the selection phase begins and 30 days
ahead, it is clear that the decrease corresponds to the number of
requirements arriving to the construction phase during the same time

period.

The increase of the number of requirements in the construction queue
of release 1 abruptly stops at 105 requirements. The reason for this is that
when the total effort of the requirements transferred to the construction
phase equals the available time in the construction phase, no more
requirements arrive from the selection phase.

When construction begins there is a large drop from 105 requirements
in the queue to only 75 requirements. This is when all 30 available servers
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Figure 5.  Case 1: No priorities. Number of requirements in the construction phase of
release 1.

are occupied at once. Then, the servers are constantly busy until there are
no more work to do, continuously taking care of the requirements in the
construction queue.

It may be tempting to read off the graph that 105 requirements are
implemented in the first release. This is unfortunately not true. As it is
stated in Section 2, only about half of the wish-list will be implemented.
Since the needed effort is not equal for every requirement in the
construction phase, it is not possible to use the graph to calculate the
number of requirements that is actually implemented. For each release, a
certain percentage of the requirements arriving to the construction phase
will actually be implemented. The remaining requirements are sent to the
selection phase of the next release.

In Figures 4 and 5 it can be seen that when a succeeding release
receives requirements to the selection phase, the construction phase of the
current release has not yet finished and implementation is still
undertaken. When there are no more requirements to implement the
servers representing employees enter an idle state and are ready to get to
work in the next release. This can be seen in release 1 approximately after

day 260.

4.2 Case 2: Actual situation

Using the parameters determined from expert interviews (see Section 3.2)
the actual situation can be simulated. Prioritization is now introduced, as
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Figure 6.  Case 2: Actual Situation. Number of requirements in the selection phases of
releases 1-5.

explained in Section 2. This will result in some requirements being
transferred to the next release and a few requirements being sent to a
previous release still under development.

Figure 6 shows the selection phases of release 1 through 5 as before.
We can see that there is not much difference from the previous case. As
before, the selection phase is overloaded. This is because of the time
constraints in the construction phase, and because there is no rejection of
requirements. If the capacity is not enough to take care of all
requirements, priorities will not completely solve the situation. Priorities
will however make the organization focus on the most important
requirements.

The reason that no curve, from release 2 and onwards, start at zero
requirements requires an explanation. In the simulation model a
subsequent release and its queue is not started until it actually should be,
as shown in Figure 1. Thus, when the simulation of a release is started,
there are some requirements already waiting from a previous release. Here
the first part of the curve corresponding to the initial build-up of the
queue is not shown.

Since no conditions for the construction phase has been changed
compared to case 1, Figure 7, showing the construction phase, does not
differ much. About the same number of requirements, on average, are
implemented when we add prioritization. The analysis of the
construction phase made for case 1 is appropriate for this case as well.
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Figure 7.  Case 2: Actual Situation. Number of requirements in the construction phases of

releases 1—5.

4.3  Case 3: Increased capacity

A first obvious change of the process in order to remove bottlenecks
would be just to reallocate resources or adding more people. This
alternative is simulated in order to ascertain what the impact would be
and to find the amount of resources needed (or the needed increase in
productivity) to reduce the bottlenecks.

Figure 8 shows the selection phases of 13 releases and Figure 9 shows
the construction phase of release 1 after increasing the number of servers
in these phases in order to make the process stable. Many releases are
shown in Figure 8 to support the assumption of stability. To make it
stable, 16 employees are required in the selection phase and as many as
165 persons in the construction phase. This means an increase in
construction capacity by a factor 165/30=5.5. Elicitation is not a
bottleneck, as it is enough with only one elicitation server (see Table 2).

It can be seen in Figure 9 that when the construction starts (day 168)
there is enough server capacity available to take care of every requirement
in the queue and additional ones arriving in the following 10 days.
However, the utilization of the resources in the construction phase is
lower than before.
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Figure 8.  Case 3: Number of requirements in the selection phases of releases 1—13.
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Figure 9.  Case 3: Number of requirements in the construction phase of release 1.

4.4 Case 4: Decreased work load

Another approach to remove the state of congestion is to reduce the
number of requirements that arrive to the elicitation phase and thereby
reduce the number of requirements that are forwarded to the selection
phase.

In Figure 10, the impact of reducing the arrival intensity is shown.
Here the arrival intensity has been decreased from the value from reality
of 3 requirement a day to only 0.55 requirements a day. This means a
decrease in the rate of incoming requirements from 3 to 1/1.8=0.55,
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Figure 10. Case 4: Number of requirements in the selection phases of releases 1-5.
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Figure 11. Case 4: Number of requirements in the construction phases of releases 1-5.

which corresponds to 0.55/3=18% of the actual value. This reduces the
maximum number of requirements in the selection phase to about 80
requirements, which is a notable decrease.

As Figure 11 shows, only about 80 requirements are received to the
construction phase for each release. However, now there are resources
enough to implement every requirement. The requirements in the
selection phase can all be forwarded to the construction phase and
implemented.
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5. Conclusions

This paper presents a study that shows how discrete event simulation can
be used in order to explore overload conditions of an industrial software
requirements management process for packaged software. The simulation
model is created based on a previous study of the process (Regnell et al.,
1998) and the simulation parameters are estimated based on interviews
with a process expert with in-depth knowledge of how the process
performed during the studied period of 1998-1999. The situation of
overload that has been observed in reality can also be observed when
executing the simulation model.

It can be concluded from the simulations that there are at least two
different ways of changing the process in order to avoid congestion:

« The capacity of the requirements management process can be
improved, either by increasing the number of employees or by
improving productivity. The simulations show that it is necessary to
increase the capacity of the construction phase by a factor 5.5 in
order to completely remove the bottlenecks.

« The workload on the requirements management process can be
decreased. The simulations show that it is necessary to decrease the
rate of issuing new requirements to 18% of the initial value. One
way of lowering the workload is through early prioritization (Karls-
son, Wohlin, & Regnell, 1998) and thereby rejecting requirements
that will not be implemented at an early stage in the process. Of
course, this is an area that needs further investigation, as it is always
difficult to remove issues early in a process. If the objective is to
remove requirements in order to lower the effort required in analy-
sis, then an analysis effort is required in order to know which
requirements to remove. Prioritization of requirements and release
planning in packaged software development is acknowledged to be
an important research area (Regnell, Host, Natt och Dag, Bere-
mark, & Hjelm, 2000).

In conclusion, the presented simulations represent a feasible way of
analysing the investigated process. However, the simulation model can be
improved in a number of ways. One improvement regards a more realistic
modelling of the must- and wish-lists (see Sections 2-3). Another area of
further work is to make a more thorough analysis of the real process by
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interviewing more people representing more roles in the organization
about their opinions concerning both the parameter values of the model
and the validity of the simulation results.

It is also interesting to extend the simulation model by modelling the
servers as a single pool of resources where each resource (employee) has
certain competencies. This may lead to a more realistic simulation model,
where the same persons are involved in many tasks, and, as in reality, the
lack of a certain competency may be a bottleneck.

A promising benefit of the presented approach is the potential of
achieving validated decision support that can facilitate informed decisions
on improvements of software processes in general, and market-driven
requirements engineering processes in particular.
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Abstract

In market-driven software development it is crucial to produce the best
product as quickly as possible in order to reach customer satisfaction.
Requirements arrive at a high rate and the main focus tends to be on the
functional requirements. The functional requirements are important, but
their usefulness relies on their usability, which may be a rewarding
competitive means on its own. Existing methods help software
development companies to improve the usability of their product.
However, companies that have little experience in usability still find them
to be difficult to use, unreliable, and expensive. In this study we present
results and experiences on conducting two known usability evaluations,
using a questionnaire and a heuristic evaluation, at a large software
development company. We have found that the two methods
complement each other very well, the first giving scientific measures of
usability attributes, and the second revealing actual usability deficiencies
in the software. Although we did not use any usability experts, evaluations
performed by company employees produced valuable results. The
company, who had no prior experience in usability evaluation, found the
results both useful and meaningful. We can conclude that the evaluators
need a brief introduction on usability to receive even better results from
the heuristic evaluation, but this may not be required in the initial stages.
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Much more essential is the support from every level of management.
Usability engineering is cost effective and does not require many
resources. However, without direct management support, usability
engineering efforts will most likely be fruitless.

1. Introduction

When developing packaged software for a market place rather than
bespoke software for a specific customer, short time-to-market is very
important (Potts, 1995). Packaged software products are delivered in a
succession of releases and there is a strong focus on user satisfaction and
market share (Regnell, Beremark, & Eklundh, 1998). Thus, companies
tend to put their primary effort into inventing and implementing new
functional features that are expected to improve the product. Although
developers rely heavily on the number and the existence of new features,
usability is recognized as a competitive advantage on its own. Still after
many years of usability engineering research, there are many companies
that do not approach and explicitly improve usability. Although several
methods and techniques exist (Nielsen, 1993) and studies show their cost-
effectiveness (Bias & Mayhew, 1994), the seeming difficulty of
approaching usability prevents the success of companies. Since usability
evaluations of software products are necessary in order to increase user-
friendliness (Nielsen, 1993), there is a need to put even more focus on
usability evaluation methods that are easy to use and adopt and that give
fast and appropriate results.

In this paper we present an industrial case study that employs two
known usability evaluation methods (Natt och Dag & Madsen, 2000).
The study was conducted at Telelogic AB, a large software developing
company in Sweden, and the methods were used to evaluate their main
product, Telelogic Tau, a graphical software development tool aimed for
the telecommunications industry. It is shown that the two methods may
be used for continuous evaluation of usability without much effort or
resources and without any particular experience in usability engineering.
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2. Research methodology

Several factors have been taken into consideration when choosing
evaluation methods. The methods must be easy to perform and give
understandable results that can be utilized in daily work without
extraordinary analysis. Furthermore, the methods need to be appropriate
for use over and over again, and it must be possible to extend the
proficiency in using these methods when experience in usability
evaluation within the company increases. If usability experience is
lacking, the methods must not be too sensitive to the evaluators
performances.

To obrtain satisfactory results that fulfil these requirements, we carefully
selected two known usability evaluation methods, a questionnaire and a
heuristic evaluation, which give quantitative and qualitative results
respectively.

2.1 The SUMI questionnaire

In order to obtain end users opinions about the software we used a
commercially  available questionnaire, “The Software Usability
Measurement Inventory’ (SUMI) (Kirakowski & Corbett, 1996). SUMI
is a standard questionnaire specifically developed and validated to give an
accurate indication of which areas of usability should be improved. It is
tested in industry and mentioned in ISO-9241 as a method of measuring
user satisfaction. The questionnaire consists of 50 statements to which
each end user answers whether he or she agrees, disagrees or is undecided.
Only 12 end users are necessary to get adequate precision in the analysis,
but it is possible to use fewer users and still obtain useful results.

The questionnaire was sent to 90 selected end users in Europe.
Returned answers were sent to the questionnaire designers who
statistically analysed the answers and compared them with the results in a
continuously updated standardization database. The database contains
the answers from over 1000 SUMI questionnaires used in the evaluations
of a wide range of software products. The comparison results in the
measurement of five usability aspects:

« Efficiency — the degree to which users feel that the software assists
them in their work.

« Affect — the user’s general emotional reaction to the software.
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« Helpfulness — the degree to which the software is self-explanatory.
Adequacy of documentation.

« Control — the extent to which the users feel in control of the soft-
ware.

* Learnability — the ease with which the users feel that they have been
able to master the system.

Each aspect is represented by 10 statements in the questionnaire and
the raw scores for each of the aspects are converted into scales with a mean
value of 50 and a standard deviation of 10, with respect to the
standardization database. Also, a global scale is calculated that is
represented by the answers to 25 of the 50 statements that best reveal
global usability.

To identify the statements to which the answers differ significantly
from the average in the standardization database, item consensual analysis,
a feature developed by the questionnaire designers, is used. Through
comparison between the observed and expected answer patterns, the
individual usability problems may be more accurately determined.

2.2  The heuristic evaluation

To find usability problems specific to the evaluated software, we used a
slightly extended version of a standard heuristic evaluation (Nielsen,
1994). In the heuristic evaluation, usability experts go through the
interface and inspect the behaviour of the software. The behaviour is
compared to the meaning and purpose of a set of ten guidelines called
heuristics that focus on the central and most important aspects of
usability, such as ‘user control and freedom’ and ‘flexibility and efficiency
in use’. This enables the evaluator to systematically check the software for
usability problems against actual requirements in the specification and
given features in the product. The result is a list of identified usability
problems that may be used to improve the software.

In the market-driven development organization, there may be little
experience in usability and usability experts may not be available. As this
was the situation at Telelogic, we used experts on the software from
within the company. The number of evaluators needed may then increase,
as less usability problems may be found. Experts specializing only in
usability tend to find problems mainly related to how easy the system is to
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operate, whereas domain experts rather find problems related to how well
the system responds to its intended behaviour. In this sense the usability
and the domain experts complement each other, as domain experts,
according to Muller, Matheson, Page and Gallup (1998), bring
perspectives and knowledge not otherwise available. However, an
evaluation is more likely to be conducted in the first place if we initially
do not require the involvement of usability experts.

Twelve employees from within the company participated in the study.
They were presented with a set of scenarios comprised of different tasks to
perform. The method was extended in order to add increased structure to
the evaluation and to help the evaluators to stay focused on usability
issues. This was accomplished through the introduction of usability breaks
(UB). A UB is a position in the detailed scenario where the evaluator is
supposed to (1) stop the execution of the scenario and write down any
problems found up to that point together with the associated heuristics,
and (2) go through the ten heuristics to identify additional problems with
the tasks just performed.

The evaluators were advised to spend 1 uninterrupted hour on finding
relevant usability problems. In addition to generating a list of problems,
the evaluators were asked to write down during which scenario identified
problem were encountered, at what specific UB they were found, the
heuristics that apply, the severity of each problem (high, medium or low),
and a suggestion of a solution.

3. Results

3.1 The SUMI questionnaire

Of the 90 questionnaires sent to end users, 62 were properly filled out and
returned. The analysis of the returned answers revealed that the evaluated
software did not meet the appropriate standards on several aspects of
usability. In Figure 1 the medians for each of the six SUMI scales are
shown. The median corresponds to the middle value in a list where all the
individual scores given by each evaluator have been numerically sorted.
The figure also shows error bars for each scale, representing the upper and
lower 95% confidence limits. As seen in the figure, all but two of the six
SUMI scales are below average. The sub-scale affect is the only one that
lies above average, indicating that users feel slightly better about this
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Figure 1. The SUMI satisfaction profile.

product than they feel in general about software products. The
learnability sub-scale indicates that the software may be regarded to be as
easy or hard to learn as software products are in general.

The item consensual analysis (see Section 2.1) revealed 9 specific
statements that differed significantly from the standardization database
(99.99% certain). In Figure 2, the statement that was most likely to differ
from the expected is shown. This particular result reveals that the software
may not be very helpful. Of the remaining 8 statements that most
certainly differed from the standardization database, only 1 statement
generated a more positive response than what was expected. As many as
74% of the end users disagreed with the statement ‘if the software stops it
is not easy to restart it, indicating that the software is easy to restart.
Further analysis of the statements revealed several reasons to the low
scores in Figure 1.

Statement 28: The software has helped me overcome any problems I
have had using it.

Agree Undecided | Disagree
Profile 12 19 31
Expected 17.10 30.97 13.93
Chi Square | 1.52 4.63 20.93

Figure 2. [tem consensual analysis of the answers to statement 28.
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Table 1. Sample usability problem found by an evaluator.

Problem | How to change a unidirectional channel to a bidirectional channel

Scenario A
UB 1.3

Heuristic | Flexibility and efficiency in use

Severity High

Solution Add a channel symbol to the symbol menu and then add symbols
for unidirectional (one in each direction) and bidirectional.

3.2 The heuristic evaluation

The heuristic evaluation revealed 72 unique usability problems directly
related to the software application. A sample usability problem identified
by an evaluator is shown in Table 1. About 20% of the identified
problems were considered highly severe, about 65% somewhat severe, and
no more than 14% less severe. This indicates that usability needs
attention in order to increase the usefulness of the software, which is
confirmed by the results from the more reliable SUMI questionnaire
evaluation.

Solutions were given to most of the problems but for the 18 that had
none a solution may be inferred through the problem descriptions and
through the particular UBs in the scenario. The problem descriptions had
high enough quality to be used as input into the requirements process.

Figure 3 shows the number of times each of the ten heuristics were
used to classify the identified problems. The high use of flexibility and
efficiency in use indicates that users may get frustrated when using the
software. Further analysis of the particular problems related to this
heuristic and at which UBs the problems were encountered, reveals that
there are many tasks that are bothersome to complete due to non-intuitive
functionality and a non-supportive graphical interface.

The results in Figure 3 are confirmed by the results from the SUMI
questionnaire evaluation. Efficiency is identified as a problematic area by
both methods and helpfulness is related to recognition rather than recall
and user control and freedom. This and the fact that experts on the
software were used as evaluators indicate that the heuristic evaluation
pinpoints relevant usability problems.
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Figure 3.  The number of heuristics used to classify the 72 identified usability problems.

4. Conclusions

In this paper we have presented the results of using two known usability
evaluation methods at a market-driven software development company
inexperienced in usability. We have found that although experience on
usability is lacking, the two methods are easy to use and do not require
many resources. The questionnaire is available at a low cost and system
experts can easily develop the heuristic evaluation scenarios. Furthermore,
the two methods complement each other very well. Both kinds of result
were found to be usable and meaningful by the developing company and
the generated problem list was particularly welcomed. The results gave
them insight into the specific areas that needed improvement and helped
them to appreciate the issues to put their effort into.

The selection of evaluators was the most time-consuming task. Mainly,
this was because there was little support for usability issues. There was a
noteworthy interest from the development department, but we have
found that management support on every level in the organization is
crucial to effectively get results. Without management support it is not
very likely that the results will be used in further development at all. Also,
a short 30-minute introduction to the concept of usability will most likely
motivate the evaluators to perform even better and be more focused on
usability issues in particular.

The initial drawbacks were nevertheless highly compensated by the
low cost and the quick and useful results. The estimated costs of applying
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Table 2. Estimation of cost of applying the two usability evaluation methods.

Method Heuristic Evaluation SUMI Questionnaire

. Small 2 1

&

< Medium 4 3

-]

<

£ Extensive 4 3

g

\u‘: Training 1 2

e

© Material None US$500

Reliability Medium High

the methods are shown in Table 2 (Melchior, Bosser, Meder, Koch, &
Schnitzler, 1995).

Currently, we are applying a follow-up study to investigate precisely
how the generated problem lists have been used in succeeding releases,
what impact on software usability they have had, and to what extent the
usability has increased.
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Abstract

When developing packaged software which is sold “off-the-shelf” on a
world-wide market place, it is essential to collect needs and opportunities
from different market segments and use this information in the
prioritization of requirements for the next software release. This paper
presents an industrial case study where a distributed prioritization process
is proposed, observed and evaluated. The stakeholders in the
requirements prioritization process include marketing offices distributed
around the world. A major objective of the distributed prioritization is to
gather and highlight the differences and similarities in the requirement
priorities of the different market segments. The evaluation through
questionnaires shows that the stakeholders found the process useful. The
paper also presents novel approaches to visualize the priority distribution
among stakeholders, together with measures on disagreement and
satisfaction. Product management found the proposed charts valuable as
decision support when selecting requirements for the next release, as they
revealed unforeseen differences among stakeholder priorities. Conclusions
on stakeholder tactics are provided and issues of further research are
identified including ways of addressing identified challenges.
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1. Introduction

Requirements Engineering (RE) research is beginning to address the
specific issues in market-driven RE, where requirements are invented for
packaged software offered “off-the-shelf” to a mass market (Potts, 1995;
Lubars, Potts, & Richter, 1993). This situation is in many respects
different from the contract situation, where a developer interacts with a
specific customer to elicit requirements for a bespoke system. A
description of the specific challenges of market-driven RE can be found in
(Potts, 1995; Lubars, Potts, & Richter, 1993; Sawyer, Sommerville, &
Kotonya, 1999; Kamsties, Hérmann, & Schlich, 1998). As pointed out
by Sawyer (2000), two major differences between bespoke software
development and market-driven software development regards the
characteristics of stakeholding and schedule constraints. The developer
decides about the requirements and selects the stakeholder representatives.
The developer bears all financial risks and there is no single customer who
is the principal stakeholder as with bespoke software development. There
is a major pressure on time-to-market and the software product is often
offered to a market through recurrent releases, requiring careful release
planning and requirements prioritization. Such challenges pose special
demands on the RE process. Examples of market-driven RE processes,
which try to address these special demands, can be found in (Regnell,
Beremark, & Eklund, 1998; Deifel, 1999; Yeh, 1992; Carmel & Becker,
1995).

This paper focuses on the important challenge within market-driven
RE of how to combine information from different market segments and
make a trade-off between their priorities. In particular, the paper focuses
on the visualization of disagreement between stakeholders and differences
in the satisfaction with a certain priority decision. A number of charts are
proposed, which are intended to be used as decision support when
determining what to implement in the coming release of a software
package.

The presented work is conducted in the context of an industrial case
study, which is a follow-up on the study reported in (Regnell, Beremark,
& Eklund, 1998). One of the main challenges identified in (Regnell,
Beremark, & Eklund, 1998) was to relate the continuous prioritization of
incoming requirements to a long-term product strategy for a range of
market segments. An important issue here is how to incorporate the
expertise from marketing departments and the visions of top-level
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management in the prioritization process. This paper focuses on how to
elevate a prioritization strategy, such as (Karlsson & Ryan, 1997) or
(Biiyiikekici, Deifel, Jacobi, & Sandner, 1999), by making differences in
the priorities of the various market segments explicit.

The presented case study is conducted as part of an improvement
program for a specific industrial RE process for packaged software, called
REPEAT (Requirements Engineering Process at Telelogic), which is
enacted by the Swedish CASE-tool vendor Telelogic AB; a company with
450 employees (January 2000), more than 7000 users world-wide, and a
revenue for 1999 of 318 million SEK (increase from 178 million SEK,
1998). REPEAT is used in-house at Telelogic for eliciting, selecting and
managing requirements on a product family called Telelogic Tau; a
software development tool package for real-time systems, used by many of
the world’s largest telecom systems providers in their software
development. Telelogic Tau supports standardized graphical languages,
such as SDL, MSC, TTCN, and UML, and provides code generators for
integration with several real-time operating systems (for further
information, see www.telelogic.com).

The paper is structured as follows. Section 2 describes the process used
within the presented case study for making distributed requirements
prioritization in a world-wide organization. The planning and operation
of the case study is reported in Section 3. The main findings from the
questionnaire-based evaluation of the distributed prioritization case study
is summarized in Section 4, together with a description of the
visualization charts for supporting the selection of requirements. Section
5 provides a discussion on the findings and identifies issues of further
research.

2. A distributed prioritization process

When selling packaged software, the potential market segments may be
spread worldwide. This calls for a distributed marketing organization
with close relations to targeted customers. The organization, in which the
presented case study has been conducted, is depicted in Figure 1. The
Product Strategy Team (PST) is responsible for making strategic decisions
and communicates with a number of Market Operations (MOs) for
gathering information and promoting strategies. The PST also
communicates with Customer Support and Product Development.
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CMO German% @IIO Franc) MO UK)
Product

(MO Northern America / Development
Product Strategy Team

@IO Emerging Markets Customer
\ Su pport

CMO Nokia @O EI’ICSSO> (MO Japan

Figure 1.  The Product Strategy Team communicates with a number of stakeholders
representing valuable information sources on market opportunities, user
expectations, and technology trends.

At the time of writing there are 8 Market Operations representing 6
geographically segmented markets in Northern America, Germany,
France, United Kingdom, Japan, Emerging Markets, and also 2 markets
segmented by key corporations in the telecom industry. The centralized
Customer Support department has valuable information regarding what
customers desire based on support issues. Similarly, the centralized
Product Development department has valuable information on where
technology is heading. Hence, there are in total 10 stakeholders from
which the PST gathers information on requirements priorities, before
making strategic decisions regarding products. These strategies are applied
in every-day requirements decisions, made by the Requirements
Management Group (More information on the role of this group can be
found in (Regnell, Beremark, & Eklund, 1998)).

In the efforts of further improving RE at Telelogic, a baseline sub-
process for strategic prioritization of high-level requirements was
formulated where each stakeholder can contribute with their particular
priorities. This process is the object of the presented pilot case study
which started in October 1999 (see further Section 3). The sequencing of
tasks in the process is illustrated in Figure 2.

Step 1. The PST starts the process by making a candidate list of strate-
gic high-level requirements. The requirements on the candi-
date list are divided in two abstraction levels. At the high level,
the items are feature groups, and at the next level the items are
individual features.
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1. PST makes candidate list of
strategic high-levelrequriements

3.PST combines all priorities
and decides on one resulting
list of priorities

2Each stakeholder
makes prioritization

kerate|f necessary

5. All stakeholders give | 4. PST communnicates the
Ra:;dy feedback on the result decision to all stakeholders

—— | Resulting high-level requirements priorities
— | for the next release

Figure 2.  The Product Strategy Team communicates with a number of stakeholders
representing valuable information sources on market opportunities, user
expectations, and technology trends.

Step 2. The candidate list is distributed to the different stakeholder
around the world. Each stakeholder in parallel makes a priori-
tization of the requirements on the candidate list. It is also pos-
sible for each stakeholder to add new features or feature groups
to the list.

Step 3. Based on the separate priorities of each stakeholder, the PST
decides on a combined list including an aggregation of the
individual priorities.

Step 4. The decision is communicated to all stakeholders.

Step 5. The stakeholders give feedback on the impact of the decision to
the PST. If the PST finds it necessary, another iteration may be
started. Otherwise, the process results in a decision on high-
level requirements priorities for the next release. This list is
then used as a guidance when making trade-offs between value
and cost of more detailed requirements (see Regnell, Bere-
mark, & Eklund, 1998) for further description on the use of
must- and wish-lists).

When the PST aggregates the priorities of the individual stakeholders
into a combined decision, there are a number of criteria for adjusting the
influence of each stakeholder. This aggregation can be carried out by
weighting the market segments based on one or several weighting criteria,
for example:
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 revenue last release

« profit last release

« number of sold licenses last release

« predictions of the above criteria for the coming release
« number of contracts lost to competitors

« number of potential customers with nil licenses to date
« size of total market segment.

Which weighting criteria to use depend on which general strategy that

the top-level management perceives best fit with the current market phase
(Moore, 1991).

3. Case study planning and operation

During the summer of 1999, the case study was planned with the
objective of obtaining feedback on the distributed prioritization process
shown in Figure 2. The case study was conducted during the fall of 1999,
and comprised one iteration of the process.

First, the PST decided on a list of requirements. The requirements
were represented on two levels of abstraction. The lower level consisted of
features, which in turn were grouped into high-level feature groups. This
grouping was natural, according to the product manager, as there were
related feature requirements which easily formed coherent groups. In this
study there were 17 feature groups (denoted A-Q in the analysis). The
feature groups A-P each consist of up to 10 closely related features as
shown in Table 1. Feature group Q consists of remaining features with no
natural relation to other features. Feature groups B and G contained no
specified features, and were only prioritized on the group level. In total
there were 58 features. The total number of objects given to stakeholders
for prioritization was thus 17+58=75, as the stakeholders were asked to
prioritize both the feature groups and the features.

Each feature group and each feature were represented by a short but
informative name together with a natural language description
comprising a couple of sentences. Examples of requirements at feature
group level were ‘External tool integration” and ‘Support for deployment
and partitioning on target level. The former feature group included
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Table 1. Number of features per feature group.

Feature AlB|C|D|E|F|G|H|I|J|K|L|M|[N|O]|P|Q]|Total
group
Numberof | o\ | 1513400220326l 4|7]2]4|3] s8
features

features such as ‘Integrate SDL Suite with DOORS’ and ‘Improved

integration with Clearcase’.

All requirements were described in a spreadsheet and sent out via e-
mail to the 10 stakeholders. Each stakeholder made two prioritizations:
one for the feature groups and one for the individual features. Each
prioritization was carried out through the distribution of a pre-defined
amount of fictitious money ($100,000) over the items to be prioritized.
During the prioritization, the stakeholders were given the possibility to
add new items, both feature groups (denoted group Z in the analysis) and
features.

Each stakeholder was represented by a number of persons, ranging
from one to six. Each group of representatives delivered one set of
priorities for the 17+1 feature groups A-Z and one set of priorities for the
58 (plus added) features. These priorities represent the stakeholder
representatives’ agreed upon views on the importance of the requirements.

After the individual stakeholder prioritization, a questionnaire was sent
out to each stakeholder, with the objective of receiving feedback on the
distributed prioritization process. The results from the analysis of the
questionnaire answers are summarized in Section 4. The outcome of the
prioritization is presented in Section 5, together with a number of charts
for visualizing the data from distributed prioritization.

4. Results from questionnaires

We received responses from 8 participants (1 response each from 6
stakeholders and 2 responses from 1 stakeholder). The questions and
answers can be found in Table 2. Some stakeholders gave additional
information to questions number 10, 14, and 16. This additional

2. The requirements in this study are strictly confidential, but the few carefully selected examples
above were allowed to be revealed in order to give a flavour of their abstraction level, as long as
they cannot be explicitly related to the anonymous data given in the paper.
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information, together with an interpretation of the results, is presented in
the following.

The first questions were aimed at relating the time spent on the
prioritization to the other answers. Unfortunately, there seem to have
been different interpretations of the questions, which makes the answers
to questions 2 and 4 unreliable. As a result we can not draw any
conclusions from questions 3 and 5 either.

As indicated by the answers to question 15 and question 17, the
stakeholders seem to have good confidence in the usefulness of distributed
prioritization of requirements using the selected method. One quarter of
the stakeholders thought the distributed prioritization was very useful.
The rest of the stakeholders though it was rather useful.

According to the answers to questions 6 and 7, the stakeholders also
thought that it was easy or very easy to understand what to do and not
difficult at all to carry out the prioritization. The answers to question 12
possibly indicate that there were some difficulties interpreting the
requirements description, although most stakeholders did not come up
against any problems. Also, the answers to question 13 show that the
stakeholders were not very confident that the other stakeholders would
have the same interpretation of the requirements. The quality of
requirements descriptions may influence the participants’ opinion about
the method. The requirements descriptions can, however, be improved
regardless of the method used and possibly improve confidence in the
interpretation.

The answers to question 8 also support the usefulness and simplicity of
the method. The stakeholders found that the result closely reflected their
“gut feeling” of what was important. This positive outcome naturally
influences the opinion of the method but it is also important in order to
avoid further iteration in the prioritization process.

All the stakeholders used the same order of prioritization, starting with
the high-level requirements and then proceeding with the low-level
requirements. This is not very surprising, as the method description
indirectly suggested this order. The majority of the stakeholders also used
the same strategy when distributing the money and started with the
requirements they found most important. Only one stakeholder started
from the top of the list. The rest of the stakeholders used variants of the
“most important” strategy. Stakeholder number 8 emphasized that they
started with the requirements that were important for the whole
company, not only for them. Another stakeholder used a simple algorithm
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to distribute the money and started investing $/V on the most important
requirements. Then, the stakeholder invested $/V/2 on the next important
ones, $/V/4 on the next important ones after that, and so on undil all
wanted investments were made. /V was then adjusted so that the sum
became $100,000.

The answers to question 14 reveal the most influential criteria used by
the stakeholders when deciding what was important. We can see that
increasing sales was a highly influential criterion for most of the
stakeholders. Other important criteria were to find new customers, to
reduce support effort, and to beat competitors. Stakeholder 2 provided
other criteria and stated that using company skills to the best and
technology push was rather important. Stakeholder 3 thought it was
important to create complete functions and a truly usable product.
Stakeholder 7 wanted to satisfy a key customer.

In this study, the stakeholders were asked to distribute a total of
$100,000 on all requirements across groups. As question 11 suggests,
another way would be to give $100,000 for each group of low-level
requirements and distribute them only within the group. This second
suggested way to distribute the money was supported by half of the
stakeholders, although they had not tried it. Only two, as the answers
would indicate, were convinced that the used distribution method was the

best. The rest had difficulties to decide which was the best approach.

The priority information that the method collected was enough for
half of the stakeholders. The other half wanted to provide additional
priority information and brought up several interesting and important
aspects. Stakeholder 1 though it was necessary to discuss the impact of
new features: if they open new markets, increase sales to existing
customers, and keep existing customers pleased. Stakeholder 3 found that
“after the collection of requirements it was clear that some top
requirements were not specified in detail and therefore rejected or
questioned”. Stakeholder 3 also though that a requirement capturing
process is needed for requirements that have not been addressed in the
past.

Stakeholder 7 was concerned about that “even if much money was
spent on new requirements [...] it is not known if they will be part of the
product”. The stakeholders, which provided new requirements, is
probably the only ones prioritizing them, and thus it is not very likely that
new requirements would get a high priority in the resulting list of
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priorities. Therefore the added requirements were placed in separate
groups (see further Section 5).

Stakeholder 8 thought that the prioritization procedure itself needed a
prioritization, since “all people involved in the requirement definition
have too much of the view from the sales. The people how work with the
tool in real and big projects are not asked”.

Although the answers to question 12 and 13 indicate some difficulties
with the requirement interpretations, the stakeholders’ response to
question 18 shows that they largely agreed with the resulting list of
priorities made by the product manager.

5. Visualization of prioritization data

The raw data provided by each stakeholder is given in Appendix A, where
Table 4 shows the data for the prioritization of the high-level feature
groups, while Table 5 shows the prioritization of each individual feature.
The stakeholders were, as explained in Section 3, given the opportunity to
add new feature groups and new features to the lists. Feature group Z in
Table 4 and features numbered 99 in Table 5 represent added feature
groups and added features respectively.

The resulting priorities show that there are large differences in
stakeholder opinions on which requirements are most important. It seems
also to be the case, that the stakeholders had different strategies for how
they distributed their priorities. Some stakeholders have put all their
money on a few requirements, while others have distributed their money
more evenly on a larger number of requirements. Stakeholder M2, M5,
M6, M7, and M10 added their own new groups of features (requirement
Z) and gave them a certain priority. Hence, it should be noted that the
priority of Z is special, since the stakeholders voted on different
requirements.

In order to compare the priorities of each stakeholder the data is
preferably normalized by dividing each data point by the total of each
column, resulting in that the sum of priorities for each stakeholder equals
1. The normalized data from the prioritization of the feature groups is
shown in Table 3. Each cell shows the normalized priority, subsequently
denoted p;; for requirement 7 and stakeholder j, where there are 7=18
requirements and 7=10 stakeholders.
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5. Visualization of prioritization data

When the data in Table 1 was received from the stakeholders it became
obvious that its interpretation would be easier if it was visualized using
some type of diagrams. The following diagrams were developed by the
researchers in order to support the visualisation and interpretation of the
data:

*  Distribution Chart for showing how the different stakeholders voted
and the resulting priority ranking.

o Disagreement Chart for showing the size of variation between stake-
holder priorities for each requirement.

o Satisfaction Chart for showing how well the resulting priority rank-
ing corresponds to the priorities of each individual stakeholder.

o Influence Chart for showing how much influence each market is
given on the resulting priority.

These diagrams are explained in the following, and exemplified with
real data from the industrial case study.’

The resulting priority denoted p; for each requirement 7 is calculated as
the weighted average of the priorities over stakeholders using a weight
denoted w; where the sum of all w; equals 1. The weights w; are used to
adjust the influence on the resulting priorities for each stakeholder. If all
stakeholders have equal influence, then all w; = 1/m, and the unweighted
resulting priorities correspond to the ordinary average.

Figure 3 shows an unweighted Distribution Chart, where the priority
distribution is visualized using a stacked Pareto bar chart. The
requirements are sorted based on the resulting priorities, starting with the
requirement with the highest total priority. Each stakeholder is
distinguished with a specific colour. We can see that many stakeholders
have given high priority to requirement P, whereas e.g. requirement N,
although important for stakeholder M8, is given a low total priority.

As a disagreement measure denoted 4; for each requirement 7, the
variation coefficient was used. The variation coefficient is calculated for
each requirement as the standard deviation of the weighted priorities
divided by the average of the priorities over the m stakeholders. The

3. Unfortunately, the timing of the decision-making in the PST hindered the use of these dia-
grams in the actual release plan decision meetings, but they were examined by the PST after-
wards. Hence, the PST did not build their decision on the diagrams, although the PST felt that
the charts would have been valuable as an integral part of the prioritization process.
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Figure 3.  Priority Distribution Chart for equal market influence.
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Figure 4.  Disagreement Chart visualizing the dispersion of priorities among stakeholders.
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5. Visualization of prioritization data
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Figure 5.  Satisfaction Chart visualizing the correlation of each stakeholders priorities with
the resulting priorities.

variation coefficient is a commonly used statistical measure of dispersion,
and it can be argued that large disagreement means precisely that there is a
large variation between the priorities of the stakeholders.

Figure 4 shows an unweighted (i.e. all w; equals 1/m) Disagreement
Chart that displays the disagreement measure 4; for each requirement.
The chart makes it clear that there is more consensus on e.g. the priority
of P compared to N. We also see that, although C and A have almost the
same total priority in the Distribution Chart, there is more disagreement
over A than over C.

Another result from the case study is the visualization of stakeholder
satisfaction with the resulting priority order decided by the PST. This is
accomplished by correlating the ranks of the total priorities with each
stakeholder’s original priority ranks using the Spearman rank-order
correlation coefficient (Siegel & Castellan, 1988), denoted 7; for each
stakeholder j. The use of the Spearman rank-order correlation coefficient
is motivated by the intuitive notion of satisfaction as how well the
resulting priority order corresponds to the original priority order of each
stakeholder. The Satisfaction Chart, shown in Figure 5, reveals that
stakeholder M6 is most satisfied and that stakeholder M8 is least satisfied
with the resulting unweighted priorities.

In the case study, the different stakeholders were prioritized by the
Product Manager according to a subset of the criteria mentioned in
Section 5. This revealed, e.g., that two stakeholders representing special
markets were considered more important than the others (M1 and M5)
and that four stakeholders were to be given low priority (M6, M10, M8,
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Figure 6.  Influence Chart visualizing the weighting of stakeholder influence.
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Figure 7.  Priority Distribution Chart for weighted market influence.
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Figure 8.  Disagreement Chart with weighted market influence.
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Figure 9.  Satisfaction Chart visualizing the correlation of each stakeholder’s priorities with
the rotal priorities with weighted marker influence.

and M9). Figure 6 shows an Influence Chart, which displays the decision
by the Product Manager on the market influence, in terms of the weights
w; for each stakeholder. Given these weights, recalculation of p,, d;, and
are made, and the charts are redrawn.

Figure 7 displays the Distribution Chart after weighting by market
influence using the weights of Figure 6. It can be seen that the priorities of
M1 and M5 are boosted. This in turn have altered the priority order,
making, for example, C and B to move up, and A and L to move down.

The Disagreement Chart in Figure 8 reveals an increase in
disagreement for requirement C and B, while the disagreement over
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requirement A and L is only slightly affected. In the Satisfaction Chart in
Figure 9 we can see that stakeholder M8 is least satisfied with the
weighted priority order. The negative value on the satisfaction means that
the resulting priority order have a tendency to be the opposite of the
individual priority order, meaning that high priorities of M8 are given low
priorities in the result and vice versa. Also, both stakeholder M1 and M5
are more satisfied compared to the unweighted case.

6. Conclusions and further work

The presented work is aimed at making similarities and differences in
priorities among market segments explicit. This is valuable as a decision
support in market-driven software development, when strategic high-level
requirements are to be selected for the coming release of a software
package. The presented charts for visualization of requirements priority
distribution, disagreement, and satisfaction have been developed based on
data from an industrial case study. The main objective of the case study
was to study how distributed prioritization can be used in the connection
between every day requirements management and a high-level product
strategy. The case study included real requirements and real stakeholders.

The presented case study was evaluated qualitatively through
questionnaires answered by stakeholders and by interviews with product
and quality management. The general conclusions from the case study are
(1) that distributed prioritization is useful, and (2) that the visualization
charts are valuable decision support.

When comparing the sum of priorities from all stakeholders to the
management’s original view of the priorities from before the case study,
the management was able to identify three interesting groups of
requirements:

o Confirmed Priorities. Some requirements were prioritized in a way
that corresponded to the views before the case study, and thus con-
firmed the strategic value of these requirements. This information
was valuable, as it strengthened the PST in the belief that many of
the requirements previously in focus were still right.
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o Elevated Priorities. Some requirements were given surprisingly high
priorities, compared to what was anticipated. This information was
valuable, as it gave the opportunity to adjust the strategies to focus
on new opportunities which might otherwise have been missed.

o Cancelled Priorities. Some requirements were given surprisingly low
priorities. This information was valuable, as it helped to avoid
implementing requirements that may be of little success on the
market.

Based on the analysis and visualisation of the data from the case study,
the following major findings were made:

o Differences among stakeholders. The colour-coded Priority Distribu-
tion Chart shows that there were large differences among the stake-
holders regarding requirements priorities. The Disagreement Chart
shows that for some of the requirements the stakeholders agreed
more on their priorities compared to other requirements. The Satis-
faction Chart shows that there were large differences in the stake-
holders’ satisfaction with the resulting total.

o Impact of influence weights. When some stakeholders were given a
higher influence than others on the resulting total, the Satisfaction
Chart shows that some stakeholder’s priorities were very far from
the resulting total, while others were relatively close.

o Stakeholder tactics. The stakeholders had different tactics when
assigning absolute priority values to the requirements. Some stake-
holders concentrated on a few requirements and gave them high
priorities while other requirements were given zero. Some stake-
holders made a more even distribution of their priorities.

The main challenges with the proposed approach include the
following:

o Difficulties with absolute assessment. The individual prioritization
was carried out by placing an absolute amount of fictitious money
on each requirement in accordance to its perceived importance.
The assessment of priorities through assignment of absolute numer-
ical values is inherently difficult, and there are strong indications
that relative judgements through pairwise comparison rather than
assigning absolute values is easier for humans and also more accu-

rate (Karlsson & Ryan, 1997).
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o Assessment of priovitization quality. The quality of the priorities
given by stakeholders is a major issue. The stakeholders are repre-
sentatives from marketing and may not know how a particular
requirement should be interpreted or how important it is for the
potential customers of their market. Furthermore, all stakeholders
gave the same priority to many requirements, especially the ones
with low priorities. This makes it more difficult to discriminate
requirements. If pairwise comparison (Karlsson & Ryan, 1997) is
introduced, the stakeholders are forced to take a stand for every
requirement. When using pairwise comparison it is possible to cal-
culate a consistency index (ibid.), which may indicate if require-
ments are interpreted inconsistently, e.g. due to poor knowledge or
ambiguous descriptions.

o Sensitivity to shrewd tactics’ It is difficult to know if some stakehold-
ers, e.g., gave an extra low priority to requirements they knew other
stakeholders would give high priorities, just in order to influence
the total result to fit their aims. Such tactics would compromise the
quality of the result in that it would not truly correspond to the
importance to the different market segments represented by the
stakeholders. It is difficult to avoid this type of obstruction in gen-
eral. However, if pairwise comparison (Karlsson & Ryan, 1997) is
introduced, obstructive tactics may be more difficult to carry
through in a consistent way.

There are several candidate techniques involving relative judgement
through pairwise comparison (Karlsson, Wohlin, & Regnell, 1998), and
one of the most promising technique is the Analytical Hierarchy Process
(AHP) (Saaty, 1980). This technique is, however, not in its original form
adapted to distributed prioritization with multiple stakeholders.
Furthermore, this technique may require specialized tools for the matrix
calculations required. An interesting question for further research is how
to incorporate relative judgement through pairwise comparison in the
presented distributed prioritization process, including the usage of an
Internet-based tool for gathering pairwise comparison data in a global
organization. It is also interesting to evaluate the utility of the charts for
visualization of distribution, disagreement and satisfaction, when applied
to prioritization data from pairwise comparison.

Other work in the area have focused on arriving at a consensus

between stakeholders. Boehm and Ross (1989) proposes Theory-W,
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which is concerned with how to negotiate between many stakeholders
with conflicting win-conditions. Kotonya and Sommerville (1996)
proposes a Viewpoint-oriented approach with explicit planning for
conflict resolution. The approach presented in this paper is not focused
on creating consensus among stakeholders, but rather on revealing the
differences between stakeholder priorities in order to make an informed
decision about which stakeholders to prioritize in relation to foreseen
market opportunities. The business strategy governing the selection of
requirements to implement in the next release of a packaged software
product may very well result in that some stakeholders representing a
market segment with a lower priority will not get what is considered
important for those particular stakeholders.

The process proposed in Section 2 is general and Step 2 and 3 can be
carried out using many different methods. Based on the above
conclusions, one of the most promising methods to investigate in further
studies is pairwise comparison. Another industrial case study, similar to
the one presented here, but with pairwise comparison instead of absolute
priority assignment, would give the interesting opportunity of comparing
methods and further improve distributed requirements prioritization in
global software development organizations. It would also be interesting to
investigate if the stakeholders whose ratings differ significantly from the
final decision are more inclined to accept this decision due to the
increased transparency of the prioritization process.
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Appendix A: Raw data from prioritization

Table 4. Raw data from prioritization of high-level feature groups.

Req. M1 M2 M3 M4 M5 M6 M7 Ms8 M9 | M10
A 0 0 0] 20,000 0| 7,250 0 0 30| 10,000
B 20,000 0| 5,000| 1,000 0| 7,250 0 0 15| 5,000
C 20,000 | 10,000 | 8,000 | 5,000 0] 8,000 0 0 0] 20,000
D 5,000 0| 20,000| 3,000 0| 15,000| 7,000 0 0| 5,000
E 5,000 | 30,000 | 7,000 0 0 0| 7,000 0 0| 5,000
F 0 0 0| 1,000 0] 2,500 0 0 0] 5,000
G 5,000 0 0| 1,000 0 0 0 0 0| 2,500
H 5,000 | 20,000 0| 5,000 0| 4,000 3,000 20 15| 10,000
I 0 0 0] 20,000 0| 1,000 0 0 0 0
] 0 0 0| 15,000 | 20,000 | 2,000 7,000 0 0] 2,500
K 0 0| 15,000 5,000 0] 12,500 | 7,000 20 10| 5,000
L 0 0] 15,000 | 5,000 0| 7,000| 7,000 20 0] 5,000
M 20,000 | 20,000 | 15,000 0 0| 4,000 3,000 0 20| 5,000
N 0 0 0 0 0| 1,000 0 20 0 0
O 0 0 0| 2,000 0] 2,500 3,000 20 0| 2,500
P 20,000 0 15,000 | 17,000 | 30,000 | 23,000 | 14,000 0 10 2,500
Q 0] 10,000 0 0 0 0 0 0 0 0
z 0| 10,000 0 01 50,000 | 3,000 | 42,000 0 0| 7,500

Total 100,000 | 100,000 | 100,000 | 100,000 | 100,000 | 100,000 | 100,000 100 100 | 92,500

Table 5. Raw data from prioritization of individual features.

Req. | M1 M2 M3 M4 M5 M6 M7 | M8 M9 | M10
Al 0| 10,00| 3,000 3,000 0 800 0 200 0| 1,250
0

A2 0] 10,000 0] 25,000 0 800 0 400 0| 7,500
A3 0 0 0] 20,000 0 400 0 0 0| 1,250
A4 5,000 | 10,000 0| 2,000 0 400 0 400 20| 2,500
A5 0 0 0| 1,000 0 0 0 0 0 0
A6 0 0 0] 10,000 0 0 0 0 0 0
A7 0| 10,000 0| 14,000 0| 1,400 1,200 200 0| 2,500
A8 5,000 0 0| 14,000 0 400 0 200 0 0
A9 0 0| 4,000 11,000 0 400 0 0 0] 2,500
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Appendix A: Raw data from prioritization

Table 5. Raw data from prioritization of individual features.

Req. | M1 M2 M3 M4 M5 Mo M7 M8 M9 | M10

AlO 0 0 0 0 0| 1,400 0 100 0 2,500
A99 54,000 | 5,000 0 0 0 0 0 0 0| 5,000
C1 10,000 0| 6,000 0 0| 1,800 0 0 10| 10,000
C2 0 0| 1,000 0 0| 4,200 0 400 0 10,000
C3 0 0| 4,000 0 0 400 0 500 0 0
C4 0 0 0 0 0 0| 8,400 300 0 0
C99 0 0 16,000 0 0 0 0 0 0| 12,500
D1 0 0 0 0 0| 6,600 0 0 0 0
D2 5,000 0| 8,000 0 0| 5,400 0 400 20 2,500
D99 0 0 0 0 0| 10,800 | 18,000 0 0 0
E1l 2,000 0 0 0 0 0 0 0 0 0
E2 2,000 0 0 0 0 800 0 0 0 0
E3 2,000 | 10,000 [ 3,000 0 0| 1,800 0 300 0 0
E99 0 0 0 0 0 0| 8,400 0 0 0
F1 0 0| 1,000 0 0 0 0 200 0] 2,500
F2 3,000 0 0 0 0 0 0 200 0 0
F3 0 0| 1,000 0 0 0 0 0 0| 1,250
F4 0 0 0 0 0 0| 1,200 0 0 0
F99 0 0| 4,000 0| 20,000| 2,600| 1,200 0 0 0
H1 2,000 0| 5,000 0 0 800 0 400 10 2,500
H2 0 0| 3,000 0 0 400 0 400 0] 2,500
H99 0 0 0 0 0 0 0 0 0 0
Il 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0
199 0 0 0 0 0 0 0 0 0 0
N 0] 10,000 0 0 0| 2,000 0 200 0 0
J2 2,000 0 0 0 0| 2,800 0 200 0] 5,000
J3 0 0 0 0 0 0 0 400 0 0
J99 0 0 0 0] 30,000 0] 19,200 0 0 0
K1 0 0 0 0 0 800 | 1,200 300 20| 2,500
K2 0 0 0 0 0| 1,400| 1,200 300 0| 2,500
K99 0 0 0 0 0| 9,000 0 0 0 0
L1 4,000 0| 3,000 0| 5,000| 1,800| 1,200 300 0] 5,000
L2 0 0| 3,000 0| 5,000| 1,000| 1,200 300 0 0
L3 0 0 0 0 0 0 0 300 0] 2,500
L4 0 0 0 0 0 0 0 0 0] 1,250
L5 0 0| 5,000 0 0| 1,800 0 200 0 0
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Table 5. Raw data from prioritization of individual features.

Req. | M1 M2 M3 M4 M5 Mo M7 | M8 M9 | M10

L6 0] 5,000 0 0 0 0 0 100 0| 1,250
L99 0 0 0 0 0 0 0 0 0 0
Ml 0 0 0 0 0 0 0 50 10 0
M2 0 0 0 0 0 0 0 0 0 0
M3 0] 5,000| 2,000 0 0 400 0 100 0 0
M4 0] 5,000 0 0 0| 2,800 0 0 10 1,250
M99 0] 5,000| 8,000 0] 5,000 600 0 0 0 0
N1 4,000 0 0 0 0 800 0 0 0] 2,500
N2 0 0| 2,000 0 0 0 0 200 0 0
N3 0 0 0 0 0 800 0 200 0| 1,250
N4 0 0 0 0 0| 1,400 0 300 0 0
N5 0 0| 3,000 0 0 0 0 200 0 0
N6 0 0 0 0 0 0| 4,000 0 0 0
N7 0 0 0 0 0 0 0 0 0 0
N99 0 0| 5,000 0 0 0] 18,000 0 0 0
o1 0 0 0 0] 5,000 0 0 500 0 0
02 0] 5,000 0 0 0| 1,000 0 0 0 0
099 0 0 0 0 0| 1,000| 1,200 0 0| 1,250
P1 0 0 0 0 0| 6,000 4,000 300 0 0
P2 0 0| 8,000 01 10,000 | 12,000 | 4,000 200 0] 2,500
P3 0 0 0 01 10,000 | 2,400 | 4,000 50 0 0
P4 0 0 0 0| 10,000 | 1,800 0 400 0 0
P99 0 0 0 0 0| 6,000 2,400 0 0 0
Q1 0] 10,000 | 2,000 0 0 400 0 300 0 0
Q2 0 0 0 0 0 0 0 0 0 0
Q3 0 0 0 0 0 400 0 0 0] 2,500
Q99 0 0 0 0 0 0 0 0 0 0
Total 100,000 | 100,000 | 100,000 | 100,000 | 100,000 | 100,000 [ 100,000 | 10,000 100 | 100,000
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Abstract

In market-driven software development there is a strong need for support
to handle congestion in the requirements engineering process, which may
occur as the demand for short time-to-market is combined with a rapid
arrival of new requirements from many different sources. Automated
analysis of the continuous flow of incoming requirements provides an
opportunity to increase the efficiency of the requirements engineering
process. This paper presents empirical evaluations of the benefit of
automated similarity analysis of textual requirements, where existing
information retrieval techniques are used to statistically measure
requirements similarity. The results show that automated analysis of
similarity among textual requirements is a promising technique that may
provide effective support in identifying relationships between
requirements.
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1. Introduction

1.1 Background

The market-driven development organisation faces many challenges that
differ from those found in organisations developing bespoke software.
Software is developed for a large market, rather than for a specific
customer, new versions are developed in a succession of releases, and there
is a high pressure on short time-to-market (Sawyer, Sommerville, &

Kotonya, 1999; Lubars, Potts, & Richer, 1993; Deifel, 1999).

To meet market demands it is important to have an effective and
efficient requirements engineering process. Special demands are set as
requirements arrive continuously at a high rate from many different
sources during the whole development process (Regnell, Beremark, &
Eklundh, 1998). As there is no single specific customer to negotiate with,
requirements must be invented within the developing organisation based
on foreseen end user needs (Potts, 1995). These invented requirements
may come from sources such as marketing, support, development, testing,
usability evaluations and technology forecasting, and are often collected
for storage in a database. The requirements engineering activities are then
focused on analysing and prioritizing the requirements in the database
and on maintaining the database for the future. In this study we have
focused on a large software developing company, Telelogic AB, that
develops a CASE tool for the worldwide telecommunications market.
Their development process is described in Regnell et al., and its main
properties are: 1. Releases are pipe-lined to enable a new release every
sixth month while each release takes 14 months to complete. 2.
Elicitation is continuously active and a requirement may be issued at any
time by an issuer that foresees a market need. 3. Each requirement is
stored in a database as an entity described in natural language. 4. Each
requirement has a life cycle progression through specific states. The
Telelogic development process has shown to have high resemblance to
another market-driven development process independently developed
and used at an Ericsson company (Carlshamre & Regnell, 2000).

Requirements are continuously collected through a web form and are
stored in a database for further analysis (Regnell et al., 1998). The
requirements are described in natural language and are of varying quality
and nature. Some requirements are brief ideas while others are detailed
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descriptions of new features with accompanying code.

requirements are short-worded and poorly written.

Many

During the development of a release the requirements engineer (or

analyst) must handle the diverse and large set of requirements that is
available in the database and resolve ambiguities, find relationships,
eliminate duplicates, etc. As shown in a study of the Telelogic
requirements process (Host, Regnell, Natt och Dag, Nedstam, & Nyberg,

2000), these activities are causing a congestion that may be avoided by

cutting down heavily on the number of elicited requirements or making

early and strict prioritization.

The trade-off between analysing only a subset of all the collected
requirements and not collecting that many requirements to give time for
proper analysis may be difficult to make. Extra information could be

extracted if all requirements are collected (for example, duplicates may

indicate that certain issues are more important than others). However,

trying to handle all incoming requirements may increase the risk of

relationships between requirements being overlooked or discovered too
late, which may cause problems in prioritization (Karlsson & Ryan, 1997)

and release planning (Carlshamre & Regnell, 2000).

Consequently, there is a wish to find requirements relations early,

without spending too much time on in-depth analysis.

These

relationships should preferably be found even when specification quality

is low and even if requirements are short, poorly worded or misspelled.

One possible approach, investigated in this paper, is to assist the
requirements engineer through automated analysis of the textual
information in the requirements. This approach may help the

requirements engineer to handle the large set of requirements by

automatically finding and make suggestions on relationships between

requirements.

Two different automatic text-processing approaches may be used to aid
the requirements engineer in the situation described above: the statistical

approach or the linguistic approach. In this paper we focus on the
statistical approach, which originates from the work by H. P. Luhn (Luhn,
1957). There are several reasons that we choose to explore this approach:

1. The ideas have not, as we far as we know, been applied to analyse
the type of requirements that is collected in the situation we

describe (see further Section 1.2).
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2. The statistical approach has been thoroughly tried and examined
and has been found fairly successful for automatic text analysis (van

Rijsbergen, 1979).

3. The linguistic approach is still regarded as expensive to implement
and not always more effective than well-executed statistical

approaches (Mitra, Buckley, Singhal, & Cardie, 1997).

4. Before proceeding with more advanced methods, the statistical
approach may help reveal the nature of the requirements in a mar-
ket-driven organisation.

5. A baseline produced from empirical investigation using real indus-
try requirements is needed to compare against further improve-
ments.

The results of the presented work show that, for a particular set of
requirements, a simple similarity analyser that uses the statistical text-
processing approach identifies a large fraction of the requirements
duplicate pairs found by experts. The duplicates are important to find to
avoid doing the same job twice, assigning the same requirement to
different developers, or getting two solutions to the same problem. The
portion of requirement pairs incorrectly identified as duplicates is shown
to have little negative impact on the value of the method. Further effort
may thus be fruitful to assist the requirements engineer in handling the
large set of requirements found in a market-driven development
organisation.

1.2 Related work

The role of natural language processing in requirements engineering is
discussed in Ryan (1993), where the conclusion is drawn that natural
language-processing techniques must be realistic and effort has to be
made to identify where such techniques may be useful. It is argued that
the validation of requirements still has to be an informal, social process.
Thus, an automated system could or should not replace the human
requirements engineer. Such systems are still not feasible or cost-effective
to construct.

Various attempts have been made to use automated techniques to assist
the analysis of requirements written in natural language:
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1. Gervasi and Nuseibeh (2000) use lightweight formal methods (low
cost, partial analysis) to partially validate a syntactically correct
NASA Software Requirements Specification (SRS) document. A
glossary was manually produced from the SRS to aid the method.

2. Ambriola and Gervasi (1997) present a web-based environment
where Model-Action—Substitution rules and a domain- and sys-
tem-specific glossary are used to extract abstractions and build
models.

3. Rayson, Emmet, Garside, and Sawyer (2000) report on a project
called REVERE, where statistical and probabilistic natural lan-
guage-processing methods are used to assist the analysis of complex
and voluminous texts.

4. Park, Kim, Ko, and Seo (2000) present a system that uses a sliding
window model and a parser to support the analysis of requirements
using a similarity measuring technique.

5. Rolland and Proix (1992) present an environment that generates
conceptual specifications from problem space descriptions written
as sentences in natural language.

6. Osborne and MacNish (1996) describe an approach to resolve
ambiguities where only a controlled language is allowed when writ-
ing requirements in order to facilitate for a lexicon and grammar-
enabled parser.

7. Cybulski and Reed (1998) describe an elicitation method and a
supporting management tool that help in analysing and refining
requirements by using a parser, semantic networks, a domain-map-
ping thesaurus, and faceted classification schemes to allow proper
formalisation of requirements written in natural language.

8. Chen et al. (1994) present ideas where concepts in texts from elec-
tronic meetings are automatically classified by using automatic
indexing cluster analysis and hopfield net classification.

9. Landauer and Dumais (1997) present the Latent Semantic Analysis
(LSA) computational model for generation of a representation from
large corpora. The representation captures the similarity of mean-
ings of words and sets of words.
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Although relevant and promising for several areas and approaches in
requirements engineering, the above attempts do not address the situation
described in the previous section. The main concerns in the context of
this work are the following:

 Requirements are considered to be found in a separate document
that is to be analysed, quality assured and produced before imple-
mentation begins. This is not the situation in the market-driven
organisation where requirements arrive continuously and may, at
any time, affect previous, current and coming releases of the soft-
ware.

 The initial quality of the requirements is often considered to be
adequate for semantic parsing. This may not be the case when
requirements are collected from many different sources and stored
in a database.

 Real industrial requirements are not always used to validate the
methods or techniques presented. Accuracy and efficiency are not
always reported.

 The semantic nature of invented requirements may not share the
q y
properties of regular corpora used in many linguistic approaches.

« Simple, robust methods can act as a baseline for better understand-
ing and further improvements and comparisons of techniques.

Several approaches seem promising but we believe that more effort
needs to be put into this field to reach consensus on which methods,
techniques, approaches and tools may be appropriate for different types of
developing organisations. In this paper we focus on the market-driven
organisation and do not present a new model or a full-featured approach.
Rather, the feasibility of using automated similarity analysis is empirically
investigated using real industrial requirements and a benchmark is
provided to which further effort may be compared.

1.3  Paper structure

The paper is structured as follows. In Section 2 the situation of
requirements similarity analysis in market-driven development is
described. Section 3 explains how automated similarity analysis of natural
language requirements may be performed. Section 4 presents a case study
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where actual requirements collected from industry have been analysed.
The case study explores the quality of a simple automatic similarity
analyser. In Section 5, further applications of automated support are
presented together with a small study using the analyser from Section 3 to
investigate if similar requirements also are interdependent. Section 6
identifies possible further work and improvements. In the final section the
results are discussed and conclusions presented.

2. Requirements similarity analysis

Requirements carry information on which decisions are based. This
information can be either explicit or implicit. The explicit information
constitutes all the written text, drawn charts and other artefacts that are
used as the basis for communicating requirements. The implicit
information consists of all the assumptions, rules, standards and the
domain knowledge possessed by the requirement issuers and the
requirements analyst. When natural language requirements arrive at a
rapid flow from many different issuers, a quick analysis is required to
guarantee requirements quality before they are used as a basis for further
decisions. Although the linguistic quality of the requirements may be low
it is often left unattended as the requirements make sense. Rather, the
information explicitly stated may not give sufficient decision support. For
this reason the requirements engineer uses implicit and explicit
information accompanied by personal skills to analyse the requirements
for completeness, ambiguity, similarity, etc. Completeness analysis is
performed to ensure that enough information is included in the
requirements to enable further refinement, such as setting priority,
estimating effort and deriving new requirements (see example
requirements in Figure 4). Ambiguity analysis is performed to identify the
risks of multiple interpretations among requirements. Similarity analysis
is discussed below.

If supplementary information is needed to accept the requirement, the
analyst may have to consult the issuer to make sure that the issuer and the
analyst share the same interpretation. Thus, the requirements engineer
acts to assure the quality of each requirement before allowing it to be
further refined in the continuous requirements engineering process
(Carlshamre & Regnell, 2000). The situation is illustrated in Figure 1,
where example activities have been identified in the guality gateway.
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Quality Gateway

Completeness
Candidate Analysis
Requirement Q
q Approved
AmblguPty Requirement Requirements
Request for Analysis Database
Issuer clarification Requirements
Similarity Engineer
Analysis

Figure 1.  Requirements Quality Gateway with three examples of quality assuring
activities.

The activities in the quality gateway are typically performed manually
as there are few supportive tools available. The activities are tedious and
time-consuming, but necessary in order to assure software quality and to
satisfy market needs. It would therefore be highly beneficial if some of
these tedious activities could be partly automated.

This paper focuses on similarity analysis, which is performed in order
to find requirements that may be merged, grouped, eliminated or linked.
For example, two similar requirements may be merged into one or may
simply be grouped together to make sure they are handled simultaneously
during development. A requirement may be similar to another to the
extent that it is regarded as a duplicate and thus eliminated. Furthermore,
two requirements may be similar in a certain aspect that establishes some
kind of interrelationship (such as dependencies between requirements and
requirement decompositions). The requirements engineer may also find it
desirable to split large requirements into two or more requirements,
which may become similar or related to each other and other
requirements in the database.

When the requirements engineer decides whether two requirements
are similar or not, it is with regard to the implications for further
development. Of course these decisions are made by humans, but
computer analysis of explicit information expressed in natural language
may supply the requirements engineer with information regarding
similarity to support these decisions.
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3. Automated similarity measurement

Statistical approaches to automated similarity measurement are widely
used in information retrieval (IR), which is a well established discipline
concerned with automated storage and retrieval of documents written in
natural language (Frakes & Baeza-Yates, 1992). The presented work is
based on existing IR techniques applicable in the analysis of natural
language requirements. Figure 3 provides an overview of the steps in
similarity measurement, where a similarity metric Sy p is calculated for a
pair of textual requirements (4, B). The calculation of a similarity measure
(further described in Section 3.1) is made subsequent to a number of pre-
processing steps (elaborated in Section 3.2). The assessment of similarity
metrics is described in Section 3.3.

3.1 Similarity measures

In order to find relationships between requirements that may be merged,
grouped or eliminated, a quantification of the degree of association
between the requirements is needed. Several similarity measures are
available, but no comparative studies exist that give a definite answer to
which one to choose in this particular situation. In this paper we have
therefore used three simple and well-known similarity measures to
calculate the similarity between sentences: the Dice, Jaccard and cosine
coefficients (Salton, 1989). These measures all take the words in two
sentences and calculate the similarity based on how many words they have
in common. The coefficients are defined as follows, where A and B are

requirements:
o 2‘{W0rdsAr‘\W0rdsB}‘
AB = [{words,}| +[{wordsp}|
o ~ ‘{WordsAmwordsBH
A.B = ‘{WordsA}‘ + |{wordsB}|—‘{WordsAmwordsB}‘
c |{W0rdsAmwordsB}‘
S%a,B =

J|{W0rdsA}| ‘{wordsB}‘
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All three measures have the desired property of normalisation, which
imply that they give a value between 0 and 1 to indicate how similar a pair
of sentences are, where 0 means that the sentences have no words in
common and 1 means that the sentences are identical. The empirical
investigation reported in Section 4 applies these measures to textual
software requirements.

3.2 Preparing the source data

Before the similarity measure can be calculated the words of each sentence
have to be extracted. This is achieved through lexical analysis, which takes
an input stream of characters and converts it into a stream of words or
tokens. This immediately raises the question of what should count as a
word or token. For example, digits, hyphens, punctuation and letter case
bring some problems that have to be considered. It is not technically
difficult to solve these problems, but the chosen lexical analysis policy will
affect the similarity measure. For example, preserving letter case will
distinguish the words like ‘System’ and ‘SYSTEM’ and thus produce
lower similarity measures. How to choose the policy thus depends on
what type of data is to be analysed and the expected outcome.

Frequently occurring words like @, ‘the’, ‘of’, etc., will inadequately
boost the similarity measures. These words, known as stop words, are
therefore filtered out before similarity calculation. Which words to
eliminate again depends on the type of data. It is reasonable to start out
with a known stop word list that has been derived from general text.

Another issue is the morphological variants of words, i.e. the word
forms. Words that are written in different forms usually carry the same
information and should thus be considered equal. Therefore, words
should be reduced to their ground form so that an automated word
matcher would report a positive match. The technique used to reduce
words to their ground form is called stemming and produces a stem from
a word. For example, both the words ‘replace’ and ‘replacement’ may
result in the stem ‘replac’ and consequently the words would be
considered equal. There are several ways to stem words, such as affix
removal, successor variety, table lock-up, and #-gram (Frakes & Baeza-
Yates, 1992). In this paper we have used an affix removal stemmer, the
Porter algorithm (Porter, 1980), which consists of a set of condition/
action rules. It is a compact algorithm that has been shown to give good
results in IR (Frakes & Baeza-Yates). The similarity measure may be
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calculated by counting the number of stems produced from each
requirement and the number of stems the requirements has in common.
The common stems may be found using exact match or inexact match.
Exact match requires the stem to be exactly equal, whereas inexact match
calculates the similarity between the stems. Spelling errors may call for
inexact match but brings the difficulty of choosing a good algorithm and
a threshold level for match. The analyser used in this paper is designed to
require an exact match between stems. The low linguistic quality of the
requirements will of course affect the similarity measure. However, we
have chosen not to include spelling correction, as we are interested in the
performance of using a simple technique. It is also questionable if there is
time for manual pre-processing in industrial settings.

3.3 Assessing the quality of similarity measures

In order to evaluate the technique used to suggest similar requirements, a
notion of quality is needed. We have chosen to use a contingency table,
which defines a number of quality aspects in similarity measurement.
Assume that S(r; 7;) is a function that takes a pair of requirements and
gives a similarity measure between 0 and 1. In addition we select a
threshold value t, which acts as a selection criterion. If S(7;, rj) = ¢ then
(r; r;) is considered to be a suspected duplicate pair. Assume also that
there exists a set of pairs of requirements that are identified as actual
duplicate pairs. The similarity measure hence provides an approximation
of this set of actual duplicate pairs, and the quality of the estimation may
be defined according to Figure 2 (Salton, 1989).

The resulting pairs that have a similarity value above or equal to the
threshold level are regarded as duplicate pairs suggested by the analyser.
Matches between actual duplicate pairs and those suggested by the
analyser are denoted true positives. The actual duplicate pairs not
identified by the analyser are consequently denoted false negatives, i.e.
they were wrongly suggested as non-duplicate pairs. The analyser may
also suggest duplicate pairs that actually were non-duplicate pairs. These
are denoted false positives. The rest are denoted true negatives and
constitute all the requirement pairs that fell below the threshold level and
were correctly suggested as non-duplicate pairs. The accuracy of the
analyser is defined as the sum of the true negatives and the true positives
divided by the total number of possible requirement pairs and indicates
how well the actual duplicate pairs and non-duplicate pairs are identified.
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Below similarity | Above or equal to Total
threshold similarity threshold °
Actual A B

. . .. A+B
non-duplicates True negatives False positives

Act‘ua.l C ' D N CiD
duplicates False negatives True positives

Total A+C B+D A+B+C+D

True positives rate = D/(C+D)
False positives rate = B/(A+B)
Accuracy = (A+D)/(A+B+C+D)

Figure 2.  Assessment scheme with contingency table

The total number of requirement pairs is calculated as A + B + C + D,
which is equal to (7-(n — 1))/2, when n is the number of requirements.

The contingency table will help reveal the performance of the method.
In order to evaluate the feasibility of the analyser, a deeper investigation of
the requirement pairs is needed. Taking any two identified pairs, they may
or may not involve the same particular requirements. For example, the
requirement pairs (A, F) and (C, F) share the requirement £ If the
analyser assigns similarity values above zero to each of these pairs and a
similarity value equal to zero to the pair (4, C) it would nevertheless be
interesting to look at the three involved requirements together. We denote
these preferred groupings of requirements as 7-clusters, where n is the
number of requirements in the cluster. The two single pairs in the
previous example will thus form a 3-cluster. The cluster distribution can
be derived by calculating the transitive closure of a graph in which the
nodes correspond to requirements and edges correspond to pairs of
requirements (7, r;) with S(r;, r;) = . The sizes of the clusters and the
number of clusters reveal the usefulness of the automated similarity
analysis. It may be desirable to have many requirements grouped into 7-
clusters where n is the greatest number of requirements that the
requirements analyst is capable of handling simultaneously. Example
cluster distributions are presented in Figure 6a-b.

4. Empirical investigation

In order to investigate the potential benefits of automated similarity
analysis, we have applied the similarity measures described in Section 3.1
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A Automated Similarity Analysis

> S,5€ [0,1]
B Break into Remove Stem Calculate >
—> words stop words words similarity

Figure 3. A functional view of automated similarity analysis between requirement A and
B, producing a measure S 4 g ranging from 0 to 1.

to real industrial requirements. The measures were used to see if
automated analysis can correctly determine if a certain requirement is a
duplicate of an already existing requirement.

For the investigation we have developed a computer program to
perform the tasks specified in Figure 3. The pre-processing steps are
handled by a lexical analyser, a stop word remover and a stemmer
(explained in Section 3). The stop list remover excludes words with low
discrimination value, and consists of 425 words derived from the Brown
corpus (Francis, & Kucera, 1982). For the stemming of words, the Porter
algorithm is applied (Porter, 1980). The similarity calculation produces a
list of requirement pairs along with a value for each pair representing the
similarity measure.

Telelogic, a large software developer, has allowed us restricted access to
a requirements database of 1,920 confidential requirements. Telelogic
develops software development tools for a wide market and handles
requirements arriving at a high rate from several different stakeholders
(about three requirements a day (Host et al, 2000). The requirements are
submitted through a web interface and thereafter managed by
requirements engineers (Regnell et al., 1998).

In Figure 4, two examples of requirements from the database are
shown. Many of the attributes are set at different stages in the
requirements process, reflecting the refinement of the requirement from
submitted to implemented or rejected (Regnell et al., 1998). The stage is
represented by the ‘Status’ and the possible stages are shown in the
leftmost column in Table 1. The table also shows, in the second column,
the distribution of the 1,920 requirements over the different stages.

4.1 Preparations

When a requirements engineer analyses a requirement, the requirement is
checked on many different properties. Three related properties are
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Rqld RQI6-270

Date

Summary Storing multiple diagrams on one file

Why It must be possible to store many diagrams on one file. SDT forces to have 1 diagram

per file. It's like forcing a C programmer to have not more than one function per
file... The problem becomes nasty when you work in larger projects, since adding a
procedure changes the system file (.sdt) and you end up in a mess having to "Com-
pare systems".

Description | Allow the user to specify if a diagram should be appended to a file, rather than forc-
ing him to store each diagram on a file of its own.

Dependency |4
Effort 4

Comment This requirement has also been raised within the multiuser prestudy work,but no

deeper penetration has been made. To see all implications of it we should have at
least a one-day gathering with people from the Organizer, Editor and InfoServer
area, maybe ITEX?

Hir behdvs en mindre utredning, en "konferensdag" med férberedelser och upp-
foljning. Deltagare behdvs frin editor- och organizergrupperna, backend behévs ej s&
linge vi har kvar PR-griinssnittet till dessa.

Reference

Customer All

Tool Don't Know

Level Slogan

Area Editors

Submitter x

Priority 3

Keywords storage, diagrams, files, multi-user
Status Classified

Rqld RQ97-059

Date Wed Apr 2 11:40:20 1997

Summary A file should support storing multiple diagrams

Why ObjectGeode has it. It's a powerful feature. It simplifies the dayly work with SDT.

Easier configuration management. Forcing one file for each procedure is silly.

Description | The SDT “Data model" should support storing multiple diagram on one file.

Dependency |4
Effort 1-2

Comment Prestudy needed

Reference http://info/develop/anti_og_package.htm

Customer All

Tool SDT SDL Editor
Level Slogan

Area Ergonomy
Submitter x

Priority 3: next release (3.3)

Keywords diagrams files multiple
Status Classified

Figure 4.  Two example requirements denoted duplicates in the database. These rwo
requirements were also suggested as duplicates by the similarity calculator at the
0.75 threshold level using the cosine similarity measure.
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(1) whether or not it is regarded as a duplicate of another requirement
already in the database, (2) if it is possible to merge it with another
requirement and (3) if it should be split into two or more requirements
before further analysis. If a requirement has one of these properties, it is
assigned the ‘Duplicate’ status and an appropriate action is taken. When a
requirement is merged, all the information is added to the requirement it
is merged with. When a requirement is split, the information is
distributed over two or more new requirements. When a requirement is a
pure duplicate (property 1 above), no further action is taken with the
information.

As shown in Table 1, 130 of the 1,920 requirements were either
duplicates, merges or splits. In the analysis, only those that are ‘true’
duplicates are considered, since we know beforehand that merges and
splits will match partially and thus bias the result. When these were
removed, 101 requirements remained. The resulting set is shown in

column 3 of Table 1 (set Agyyp)-

Some of the 101 duplicates involved more than one requirement. This
means that a requirement may be denoted a duplicate of two other
requirements. To resolve this we parsed every identified duplicate and
constructed a set of unique duplicate pairs. However, doing this creates a
set of duplicate pairs that may be related (which addresses the discussion
about clusters at the end of Section 3.3). Therefore, we calculated all these
relations and created new duplicate pairs to denote the relation. For
example, if requirement A initially was denoted a duplicate of
requirements B and C, and requirement D was denoted a duplicate of
requirement C, we would first create the duplicates pairs (4, B), (A, C)
and (D, C). Then we would add the pairs (B, C), (A, D) and (B, D) to
fully reflect all possible relations. This is acceptable since the duplicate
relation is transitive. That is, if both 4 and D are duplicates of C, then A
would also be a duplicate of D.

According to the requirements database manager, not all the
requirements having status New or Assigned had been analysed for
duplicates, and it was only certain that those having priority 1 had been
analysed. Therefore, we considered removing all requirements with status
‘New’ or Assigned’, not having priority 1. After doing this we noticed
that some duplicate pairs referred to the removed requirements. Thus, we
decided to analyse two sets: one with all requirements and one with the
‘New’ and Assigned’ requirements with priority not equal to 1 removed.
As the second set does not include all the requirements addressed in the
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Table 1. Number of requirements in the database and in the different sets prepared

for analysis.

Status Original Anan A duced
New 406 406 12
Assigned 428 428 31
Classified 601 601 601
Implemented 252 252 252
Rejected 103 103 103
Duplicates 130 101 90
Total 1,920 1,891 1,089
Duplicate pairs - 142 124

duplicate pairs, those pairs were removed from the duplicates pair set. The

resulting number of requirements and duplicate pairs are shown in

column 4 in Table 1 (set A.qyced)-
The textual information used to represent each requirement was
collected from the ‘Summary’ field, which corresponds to a short

requirement title, and the ‘Description’ field, which corresponds to a

further explanation (see the examples in Figure 4). As these fields were
empty for a subset of the requirements, three different requirement sets

were prepared from each of sets Ag; and A

reduce

4- The first set comprised

all the requirements that had a non-empty ‘Summary’ field. The second
set comprised all the requirements that had a non-empty ‘Description’

field. The third set comprised all the requirements that had a non-empty

‘Summary’ field or a non-empty ‘Description’ field (NB. Not exclusive or.

Requirements having a non-empty ‘Summary’ field and a non-empty

‘Description’ field were included in the last set). In the analysis of the sets
using both fields, the two fields were treated as one. Table 2 shows the
number of requirements in each of the sets after the requirements with the
empty fields had been removed.

Table 2. Final sets prepared for the analysis.

B B educed
Require- Duplicate | Require- Duplicate
Non-empty field ments pairs ments pairs
Summary 1,830 142 1,085 124
Description 1,570 99 915 86
Summary or Description 1,887 142 1,088 124

142
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o | | x| o 4.2 Results
o
o The similarity calculator was run once for
each of the prepared requirements sets to
wlz| 3| a|=| calculate the three similarity coefficients
3o — . . . .
2 © described in Section 3.1. The quality was
2 . .
- assessed by producing contingency tables for
nine different threshold levels as explained in
1§ ¥€ |8 :
[ON S12]=2 Section 3.3. The threshold levels ranged from
o
g 5 0 to 1 with a 0.125 interval. All the possible
g combinations resulted in 162 contingency
[
Slulslelgls tables (3 measurements - 2 sets - 3 fields - 9
<] o |
g 2 N thresholds = 162 tables).
o
iy - In Table 3, nine contingency tables are
?é o1 -1< = shownfortheanalysis on the ‘Summary’ field
E © g | | of set Bgy using the cosine similarity
~§ = measure. The number of possible unique
o pair-wise comparisons, which is the same as
2 . .
w| ]2 |g|=|3| the toral number of possible unique
[=] o) > — . . .
Z |3 g~ requirement pairs, is denoted A + B + C + D
2 - in the contingency table in Figure 2, and
5 .
2 corresponds to the sum of each column in
Zlmlsle|nln
ERE IR Table 3. The first row shows the number of
3 o correctly identified duplicate pairs and
& .
> decreases as the threshold increases. Most
< . . .
é vl = |z |2 | 8| requirement pairs are, correctly, considered as
— w oo}
3|3 gl non-duplicate as shown in the second row.
£ - Their number increases with the threshold
8 N level. The third row shows how many
s — — . . . .
E1°1=|3|Z|" | duplicate pairs the analyser identified that
2 s actually were not identified as duplicate pairs
s by the experts. Finally, in the fourth row are
Q . .
= slzlalg all the actual duplicate pairs that the analyser
&0 < =2 ~ .
g 2l slgls did not find.
g O I I ..
S 2152 % The number of false positives and
4 z | & . .
& | & | &| &| negatives at threshold level 1 may raise some
- v | v . .
= 2| 2|2 |25 | questions. There may be false negatives
| : .
a il because requirements concerning exactly the
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same issue may be worded differently. The reasons that there may be false
positives are several:

1. A requirement may be partially implemented and result in new
requirements. The implemented requirement and the new require-
ments may then have the same information in some textual
attributes. Since none of these requirements are marked as dupli-
cates in the database the automatic analyser may produce a false
positive.

2. The compared textual attributes may be wrong and misleading, not
reflecting the actual meaning of the requirement.

3. Two requirements may be highly related and concern the same issue
and have the same information in one textual attribute. Neverthe-
less, they do not have to be duplicates.

4. If all non-matching words in two requirements happen to be stop
words, and thus eliminated before the similarity calculation, the
reduced requirements may give a similarity measure of 1 but actu-
ally have different wordings.

The rate of true positives, the rate of false positives and the accuracy
(see Section 3.3) were plotted to compare the measurements and to see
which would generate the best result. In Figure 5a-b, four graphs are
shown to support the conclusions on:

 which measurements may be considered the best

« whether or not the requirements with status ‘New’ or ‘Assigned’ and
not priority 1 should be ignored

« which fields or combination of fields give the best results.

The graphs show that the rate of correctly identified duplicate pairs
(the true positives rate) decreases from 80% or 90% at threshold level 0+
to about 20% at threshold level 1. The lowest degree of similarity is found
when there is only one single word matching. Each measure will then give
a similarity value just above 0 and thus, using threshold level 0+, suggest
exactly the same set of duplicate pairs (every similarity measure but zero
between two requirements results in a suggested duplicate pair).
Correspondingly, the highest degree of similarity is found when all words
match. Each measure will then give a similarity measure of 1 and produce
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exactly the same set of duplicate pairs. Between these threshold levels the
curves differ slightly, which shows that the similarity measures perform
differently. The Dice and cosine similarity coefficients show no significant
difference, but the Jaccard coefficient performs slightly worse. Thus, for
this particular set of requirements, the Dice or cosine coefficient is

preferable.

The false positive rate is very low, decreasing from 5.69% down to
0.01%. The accuracy of the similarity analyser is as high as 94.3% at the
lowest threshold level and increases to near 100% at threshold level 1.
This curve suggests that the Jaccard coefficient is a better choice,
contradicting the choice based on the positives rate.

Looking at the two topmost graphs, which show the results from using
only the ‘Summary field, we can see that there is no considerable
difference between the results for set B, and B,.qced- This implies that
either (1) there are ‘New' and Assigned’ requirements with lower
priorities that have been analysed and found to be duplicates, of which
some are identified by the program, or (2) the requirements have not been
analysed and few matches were found by the program. Alternative 1
seems more plausible and is also confirmed by the contingency table —
more duplicates are identified which must be related to the ‘New’ and
‘Assigned’ requirements with lower priorities.

The two leftmost graphs, showing the results from using the
‘Summary’ or the ‘Description’ fields respectively (from set Bgy), differ
on the low and high threshold levels. At threshold level 0+, the true
positives rates is as high as above 90% using a combination of the
‘Summary’ and the ‘Description’ fields. However, the false positives rate is
substantially higher and the true negatives rate has also dropped
significantly. The conclusion from this comparison is that using only the
‘Summary’ field gives more accurate answers. The reason for this is that
the ‘Description’ field contains too much noise that incorrectly boosts the
similarity measures.

Finally, the top left and the two bottommost graphs support the rather
evident: a combination of the ‘Summary’ and the ‘Description’ field
results in a combination of the results from using the ‘Summary’ and the
‘Description’ fields separately.

The high number of requirement pairs identified at threshold level 0+
in Table 3 may at first seem very discouraging. However, calculating the
cluster distribution of all the positives (true and false) as explained in
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Section 3.3 gives support to the following conclusions and the usefulness
of the result.

The cluster distributions for the B,.q,c.q set are shown in Figure 6a-b.
Each figure shows four graphs. The first three show the cluster
distribution using the cosine measure on the ‘Summary and the
‘Summary’ + ‘Description’ fields respectively. The last graph in each row
shows the cluster distribution for the actual duplicates found by the
experts.

The graphs show that with increasing threshold the number of clusters
of larger size decreases. For example, in Figure 6a at threshold level 0.375
there is one very large cluster involving 123 different requirements.

What is noteworthy about this is that the presented study is made on a
very large set of requirements but that in reality the requirements arrive
continuously, a few at a time. The similarity analysis can thus be made
incrementally on a smaller set of requirements, avoiding the need for
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Figure 6a. Requirements cluster distribution for the B,, 0,4 set using the cosine
measure on the ‘Summary field. The three lefimost graphs show the
number of clusters of different sizes for various thresholds compared to the
actual cluster distribution on the right.
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Figure 6b. Requirements cluster distribution for the B, ,4,,,, set using the cosine
measure on the Summary and the ‘Description’ fields. The three lefimost
graphs show the number of clusters of different sizes for various thresholds
compared to the actual cluster distribution on the right.
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interpreting the results of similarity analysis of the entire set of
requirements at one time. The cluster distribution shows that if we
analyse one randomly selected requirement from the database (which may
represent a newly submitted requirement), the worst case would be that
the analyser suggests a cluster of 123 requirements to be identical (Figure
6a, leftmost graph). This is thus the maximum number of requirements
the requirement analyst must handle simultaneously. As the number may
seem too high for the lower thresholds, it is reasonable to suggest that too
large clusters may be ignored, as they are probably irrelevant.

Considering both performance and cluster distribution, we may also
conclude that the Dice and cosine measures are superior. The true
positives rate has already been shown to be higher, and the higher false
positives rate is compensated by the suggestion of analysing a group of
related requirements simultaneously, instead of checking each of the
several thousand possible duplicate pairs.

Another interesting issue is whether the automated analyser reveals
duplicate pairs that the experts missed. To explore this we let an expert
analyse the 75 false positives suggested when using the cosine
measurement on the ‘Summary’ field for set By at threshold level 0.75.
Table 4 shows the surprising result from the analysis. It turned out that
37% of the suggested duplicate pairs were actually missed by the experts!
For that threshold level, the true positives rate would then increase from
26% (Figure 5b) to almost 40%, the already low false positives rate would
decrease, and the already high accuracy would increase. The analyst did
not regard two requirements in a pair as duplicate or similar if they were
to be implemented in different parts of the software. The table also shows
the additional relationships identified, which thus imply that only 21 of
the 75 pairs identified would be completely wrong.

The manual analysis also

Table 4. Result of expert analysis of indicated that the analyser might
the false positives for the set Bfull at have a problem when there are too
the threshold 0.75 using the cosine few words in the fields. One
measure on the summary field. .

suggestion would then be to use
Relationship Count the ‘Description’ field only when
Duplicate 28 the ‘Summary’ field has too few
Similar 13 words.

Furthermore, the threshold

Related 8

value can be tuned based on the
Part of 5 . . R

requiremen ngineer
Not related 21 equirements chgineers

Elicitation and Management of User Requirements in Market-Driven Software Development

149



A feasibility study of automated natural language requirements analysis in market-driven development

consideration of the best trade-off between few false positives and many
true positives.
In summary, it may be concluded that:

1. The similarity analysis technique gives reasonably high accuracy
considering its simplicity.

2. For incremental analysis of requirements, given that related require-
ments are grouped into clusters, the Dice and cosine may be consid-
ered the superior measures.

3. Alarge explanatory field tends to give a worse result, as the discrim-
ination between requirements declines. However, if one field has
too few words it may be worth using other lengthy fields.

4. The grouping of suggested duplicate requirements into clusters
reduces the analysis burden considerably.

5. Further applications

There are numerous conceivable applications of automated similarity
analysis beyond identifying duplicates. The following briefly describes
some of these application areas, of which we have only evaluated one so
far.

5.1 Requirements interdependencies

Requirements interdependencies are important to identify and keep track
of for requirements prioritization and release planning purposes, as
interdependencies may govern what partitions of a particular set of
requirements are allowed from a functional perspective, or eligible from a
cost/value perspective. Carlshamre and Regnell (2000) describe a number
of salient interdependencies found in a study of empirical data The
relationship between similarity and interdependency is evident in the case
where we have two requirements R1 and R2, with the exact same
‘Summary’ field. This would be a true duplicate pair in the previous sense,
but it would also represent an OR interdependency, which imply that
either one of the requirements could be implemented. The existence of
common keywords may indicate other types of interdependencies as well.
For example, if there are several requirements that include the word
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‘sorting’, it may be wise to consider implementing these together to save
development resources, which would represent an interdependency
regarding cost of implementation.

To investigate whether the similarity measurement technique could be
used to support the identification of interdependencies in a set of
requirements, we applied the same analysis technique as described in
Section 3.1 to five different sets of 20 high-priority requirements,
previously studied manually by experts (for further information on the
results of the manual study, see Carlshamre, Sandahl, Lindvall, Regnell,
and Natt och Dag, 2001). Among the total of 100 requirements, there
were in total 155 pair-wise interdependencies manually identified by
experts from each of the five organisations.

Results. Each set of 20 requirement slogans were relieved of stop words
and reduced to stems, before being separately fed to the similarity
calculator using the cosine coefficient. The automatic analyser reported
70 similar pairs on a 0+ threshold (9, 18, 21, 10 and 12 pairs in each set
respectively), of which 25 were true positives. Table 5 shows the
frequencies of actual dependencies in relation to the similarity measure
using the assessment scheme presented in Table 1.

Table 5. Contingency table for dependencies and similarities.

Similarity=0 Similarity>0 Total
Actual non- 750 45 795
dependencies
Actual 130 25 155
dependencies
Total 880 70 950

A chi-square test (Siegel & Catellan, 1988) gives a p-value less than
0.0001, which shows that the similarity measure varies significantly with
actual dependencies.

Thus, by checking for lexical similarity, this particular case
demonstrates that it is a promising technique to support the
interdependency identification process by automatic analysis. Although
the accuracy may not suffice for this technique to be used on its own,
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automatic lexical analysis may be used in conjunction with other
techniques to reduce the effort of identifying interdependencies.

5.2 Requirements gathering

When a stakeholder is proposing a new requirement, it may be valuable to
know if a similar requirement has already been implemented and, if so, in
what release. If a similar requirement has not been implemented, it may
be desirable to know if a similar requirement has been proposed.

5.3  Strategic fit

A company may define key areas that are of specific importance for the
requirements work (e.g., usability, decision-making features or invoicing
capabilities). When such requirements are proposed, they can be
identified by a similarity analysis approach and thus more easily be given
the appropriate management attention.

5.4 Defect tracking

Companies with mature software products that have gone through series
of releases often have many defects to track and analyse. As new defects
are reported, a similarity analysis approach can aid testers to identify if
similar defects have been reported earlier.

5.5 Support Issues

Some companies allow their customers to get feedback on support issues
through their web sites. Similarity analysis approaches can help the
customer to enter questions in natural language and more easily analyse
the questions and find suitable answers.

6. Further improvements

There are a number of potential improvements that can be made to the
presented requirements similarity measurement method, including the
following suggestions to be evaluated in further research:
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« Process issues such as when similarity analysis should be used, who
should perform the analysis and how the analysis is cost-efficient to
perform.

« How different ways of representing requirements affect the results.
Which representation is best suited for high precision in automatic
similarity analysis?

« Different attributes’ impact on similarities. Use of other attributes
may increase precision.

 Improve method accuracy. Examples include: the use of a domain-
specific stop list, a thesaurus with general synonym words, spelling
correction prior to the automated similarity analysis and by not dis-
criminating between words with a short editing distance.

* Smart algorithms: some words may be over-represented in the set of
false positives. Removing these words may improve the precision.
This is an example of where it may be possible to make the algo-
rithm self-adjustable based on human corrections.

« Evaluate linguistic methods that may provide more precise analysis
of natural language requirements on a semantic level. This may
include the use of ontologies or word nets.

« Ways of visualising the results from automated similarity analysis
and supporting the requirements engineer in the navigation among
related requirements.

In order to make these improvements and to make the methods more
general it is of course desirable to apply the methods to other requirement
sets from industry. Also, it is of great interest to compare different
approaches and combinations of approaches. The implementation cost
and computational effort needed for statistical methods, linguistic
methods and other computational models (such as the LSA approach in
Landauer & Dumas, 1997) are of much interest for applications aimed at
market-driven organisations.

7. Conclusions

Automated similarity analysis is a promising technique for supporting
requirements engineers to identify requirements duplicates and
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interdependencies. This conclusion is drawn on the basis of empirical
studies on industrial requirements. Automated analysis is, in the
particular cases of the presented investigations, able to identify as many as
80% of the actual duplicates and still only incorrectly classify about 6% of
all the possible requirement pairs.

When using automated similarity analysis for interdependency
identification, a significant correlation was found between similarity and
interdependency. The results show a correct classification of 16% of the
actual interdependencies.

We do not believe that the presented technique can replace human
judgement, but our results suggest that automated similarity analysis on a
syntactic level using information retrieval techniques may be effective in
pinpointing true duplicates and interdependencies. Further studies are
needed in order to increase the understanding of the benefits and limits of
automated analysis of natural language requirements (Ryan, 1993). It is
especially important to conduct further research in real situations, where
new requirements are continuously arriving from multiple sources, and
where requirements are analysed incrementally by a requirements
engineer with domain expertise. In these investigations it is also of
importance to consider the relationship between effort needed to put a
method to work in a market-driven company and the efficiency of the
method. Conducting real-world studies is a necessary means for valid
assessments of the benefits and costs of decision support systems in a
market-driven requirements engineering context.
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