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Federated Learning Used to Detect Credit
Card Fraud
POPULAR SCIENCE SUMMARY BY Madeleine Jansson and Måns Axelsson

BUILDING A FRAUD DETECTION SYSTEM WITH FEDERATED AVERAGING THE RESULTS SHOWS THAT THE FEDE-
RATED MODEL CAN PERFORM AND EVEN OUTPERFORM THE EQUIVALENT CENTRALISED MODEL, MULTI LAYER
PERCEPTRON, WHEN TRAINED ON THE SAME DATASET.

Machine learning has only been around for approxima-
tely 70 years, still, this learning technique is used in many
different industries including for example finance, medici-
ne, music and games. This learning technique enables to
predict future outcomes and recognise patterns by analy-
sing massive quantities of data, which was done by hand
before the era of machine learning. In our thesis, we took
advantage of the power of machine learning when trying
to solve a problem that costs society billions of dollars
every year, namely, credit card fraud. In particular, we in-
vestigated and implemented, in collaboration with IBM,
a rather new machine learning model called Federated
Averaging.

Since the emerge of online shopping the number of cre-
dit card fraud have risen greatly and with more money
spent online there are more opportunity’s available for
the fraudsters to commit a crime. Today, banks train
centralised models, i.e. all training is done locally and
there is no collaboration between different parties. These
centralised fraud detection systems would increase great-
ly in performance if its models had access to more trai-
ning data — a problem that could be solved if banks
could collaborate when trying to combat fraud. Today,
using the centralised approach, the collaboration between
banks is nearly impossible due to safety and privacy re-
asons attached to the banks data. This is where federa-
ted learning comes into the picture. With this technique
banks can collectively reap the benefits of a shared mo-
del, which has seen more fraud than each bank alone,
without sharing the dataset with each other. Hence, the
sensitive information of the cardholders is protected.

In our thesis, we have organised the dataset into three
different settings and then the Multi Layer Perceptron
and Federated Averaging was trained on all of these set-
tings. Usually, when training a fraud detection system
a dataset of at least six weeks is required for proof of
concept, but we only had access to two days. Due to the
small size of the dataset it was difficult to draw any de-
finitive conclusions. To our surprise, however, the results
from our thesis showed that Federated Averaging could
perform and even outperform the Multi Layer Perceptron
on our dataset. This shows that the federated approach is
an interesting learning technique for future work since it
allows parties to collaborate without revealing sensitive
information and still get a model with better performan-
ce than for the centralised approach. Moreover, not only
can federated learning be applied in the banking industry
but researchers have also seen good results when apply-
ing this learning technique to, for instance, the healthcare
and keyboard predictions from an edge device.


