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Abstract 
 
Release planning is an essential part of the development process in 
market driven software development. To obtain a successful release plan 
for a specific software system, prioritizations must be done to decide 
which requirements shall be implemented in each release. The 
prioritization is typically done after criteria as expected customer value 
and estimated cost of implementation. The outcome of the 
prioritizations does not always correspond to the true outcome, which 
can relatively easy be measured when the software has been 
implemented and available on the market for some time. To improve the 
release planning process, the sources of these inaccurate prioritizations 
can be identified, by using retrospective analysis, and hopefully 
adjusted. One such type of retrospective analysis is the PARSEQ 
method, developed at the Department of Telecommunication Systems at 
Lund University. The PARSEQ method is divided into four steps where 
each step in some extent can be supported by a tool, but the method as a 
whole lacks this possibility. Because of the inexistence of such a tool, 
the process is considered impractical and time-consuming and therefore 
hard to test and evaluate in real development processes. 
 The purpose of this thesis was to develop a tool that supports all four 
steps of the PARSEQ method. The tool should then be evaluated to 
examine if it is appropriate for the PARSEQ method and fully supports 
all steps.  
 The result of the development work is a program written in Java in 
size of about 10.000 lines of code. All four steps of the PARSEQ 
process are supported, including three different kinds of prioritization 
methods. Requirements can be imported to and exported from the 
program to allow an interface with possibly already existing 
requirement management tools in the development process. An 
evaluation of the project’s development process was done using the 
PARSEQ method with the tool. This evaluation gave some minor 
improvement suggestions concerning the project’s requirement 
management but no serious errors were found. 
 The evaluation of the program was done during a user evaluation 
with users very familiar with the PARSEQ method. The outcome of this 
evaluation was on the whole positive. Some parts of the process were 
found less time-consuming and more flexible than without the tool. 
Other parts were considered to be in need of some further program 
development to achieve an even better support for the method. 
 

 



 
 

 



 
 

 
Acknowledgements 
 
We would like to thank our supervisors Björn Regnell and Lena 
Karlsson, at the Department of Telecommunication Systems at Lund 
University in Sweden, for the opportunity to do this thesis. Particularly, 
we would like to thank Lena for all her support, throughout the project, 
in everything from answering questions and helping us gather 
information to being a constant source of feedback on both the 
development of the tool and this report. 
 

 



 
 

 

 



 
 

 
Contents 

 
1 INTRODUCTION...............................................................................................1 

1.1 BACKGROUND..............................................................................................1 
1.2 OBJECTIVES .................................................................................................2 
1.3 LIMITATIONS................................................................................................2 
1.4 OUTLINE OF THE REPORT..............................................................................2 

2 SOFTWARE ENGINEERING..........................................................................5 
2.1 SOFTWARE PROCESS.....................................................................................5 
2.2 SOFTWARE PROCESS MODELS.......................................................................6 

2.2.1 Waterfall model ......................................................................................7 
2.2.2 Evolutionary development ......................................................................7 
2.2.3 Spiral model............................................................................................8 

3 REQUIREMENTS ENGINEERING..............................................................11 
3.1 REQUIREMENTS..........................................................................................11 
3.2 REQUIREMENTS SPECIFICATION .................................................................12 

3.2.1 Good requirements specification ..........................................................12 
3.3 REQUIREMENTS ENGINEERING PROCESSES .................................................14 

3.3.1 Feasibility studies .................................................................................15 
3.3.2 Requirements elicitation and analysis ..................................................15 
3.3.3 Requirements validation .......................................................................16 
3.3.4 Requirements management...................................................................16 

3.4 RELEASE PLANNING ...................................................................................16 
3.4.1 Market-driven release planning............................................................17 

3.5 REQUIREMENTS PRIORITIZATION................................................................17 
3.5.1 Planning game......................................................................................17 
3.5.2 Pair-wise comparisons .........................................................................18 
3.5.3 Incomplete Pair-wise comparisons.......................................................18 
3.5.4 The analytic hierarchy process.............................................................19 
3.5.5 $100-test ...............................................................................................20 

4 RETROSPECTIVE ANALYSIS .....................................................................23 
4.1 RETROSPECTIVES IN PRACTICE ...................................................................23 
4.2 THE PARSEQ METHOD..............................................................................24 

4.2.1 Requirements sampling.........................................................................25 
4.2.2 Re-estimation of priority criteria..........................................................25 
4.2.3 Root-cause analysis ..............................................................................26 
4.2.4 Elicitations of improvements ................................................................26 

5 METHOD ..........................................................................................................29 
5.1 IMPLEMENTATION ......................................................................................29 

5.1.1 Requirements engineering ....................................................................30 
5.1.2 Configuration management ..................................................................31 
5.1.3 Graphical user interface.......................................................................31 
5.1.4 Testing ..................................................................................................32 

5.2 EVALUATION..............................................................................................33 
5.2.1 User evaluation of Rainbowie ..............................................................33 
5.2.2 PARSEQ evaluation of the Rainbowie implementation ........................33 
5.2.3 Comparison between Rainbowie and Focal Point................................34 

 i



 
 

 

 

6 RESULTS ......................................................................................................... 37 
6.1 RESULTS FROM THE IMPLEMENTATION...................................................... 37 

6.1.1 Implemented functionality.................................................................... 37 
6.1.2 Known limitations ................................................................................ 43 
6.1.3 Unmet requirements............................................................................. 43 
6.1.4 Software architecture........................................................................... 44 

6.2 RESULTS FROM THE EVALUATION.............................................................. 47 
6.2.1 User evaluation of Rainbowie.............................................................. 47 
6.2.2 PARSEQ evaluation of the Rainbowie implementation ....................... 47 
6.2.3 Comparison between Rainbowie and Focal Point............................... 49 

7 ANALYSIS ....................................................................................................... 61 
7.1 USER EVALUATION OF RAINBOWIE............................................................ 61 
7.2 PARSEQ EVALUATION OF THE IMPLEMENTATION .................................... 61 
7.3 COMPARISON WITH FOCAL POINT ............................................................. 62 

7.3.1 The pair-wise comparison method as a whole ..................................... 62 
7.3.2 Effects of the modification of the IPC algorithm ................................. 62 
7.3.3 Accepted inaccuracy in industrial applications ................................... 63 

8 DISCUSSION ................................................................................................... 65 
8.1 GENERAL REFLECTIONS OVER THE PROJECT .............................................. 65 
8.2 SUGGESTIONS FROM THE USER EVALUATION............................................. 65 
8.3 SUGGESTIONS FROM THE FOCAL POINT COMPARISON ............................... 67 

9 CONCLUSIONS .............................................................................................. 69 
10 REFERENCES................................................................................................. 71 
11 LIST OF FIGURES AND TABLES ............................................................... 75 
12 APPENDIX ....................................................................................................... 79 

APPENDIX A – TECHNICAL TERMS AND ABBREVIATIONS......................................... 79 
APPENDIX B – DETAILED SOFTWARE ARCHITECTURE.............................................. 83 

The rainbowie package ...................................................................................... 83 
The importer package ........................................................................................ 85 
The prioritizer package ...................................................................................... 86 
The analyzer package......................................................................................... 91 
The gui and gui.prio packages ........................................................................... 94 
The util package ................................................................................................. 99 

APPENDIX C – REQUIREMENTS SPECIFICATION...................................................... 103 
APPENDIX D – USER GUIDE ................................................................................... 113 

 
 
 

 ii



 
 

 iii



Development and Evaluation of Tool Support for  
Retrospective Analysis in Requirements Engineering 

 



1 - Introduction 
 
 

1 Introduction 
 
This report is a part of the result of a Master Thesis done by two Master 
of Science students at the Department of Telecommunication Systems at 
Lund University in Sweden. The work was done over a period of 20 
working weeks during the spring semester in 2005 and corresponds to 2 
times 20 credits. 
 At the time of this thesis, the authors were both studying at the 
Computer Science and Engineering program with software systems as 
area of specialisation. The authors also have similar interests in the 
development process and requirements engineering field. 
 

1.1 Background 
In market driven software development, release planning is an essential 
part of the development process. Software is almost all the time 
produced and delivered in several releases, each one with some changes 
and improvements made since the last release. For each release, a 
selection of which functionality and features that shall be implemented, 
expressed as requirements in the requirement specification, must be 
done. The decisions made during release planning do not always turn 
out to be the most appropriate after the release has been on the market 
for some time. Features considered to be very essential during the early 
decision phase might for example be rated as unnecessary when the 
customers have used the product. By understanding the inappropriate 
decisions and why they were made, it is possible to identify potential 
improvements to the release planning process. 
 One method of understanding how inappropriate release planning 
decisions are made is the retrospective analysis. The core of a 
retrospective analysis is to, by evaluating earlier work, gain knowledge 
from the past in order to improve the process in the future. At the 
Department of Telecommunication Systems at Lund University, a 
retrospective analysis method called PARSEQ (Post-Release Analysis 
of Requirements SElection Quality) has been developed. The method 
consists of four main steps described in detail in this report. When a 
PARSEQ evaluation is performed today, each step can individually be 
supported by various tools, but there exist no tool that supports the 
process as a whole. The lack of such a tool makes the PARSEQ process 
in practice impractical and time-consuming. This inconvenience means 
that the process is hard to test and use in real development processes. To 
make PARSEQ faster and easier to use, a computer-based tool is 
therefore needed. 
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1.2 Objectives 
The goal of the thesis is, from a given requirements specification, to 
develop and evaluate a tool for retrospective analysis of requirements. 
The developed tool shall give support for all the four steps in the 
PARSEQ method: Requirements sampling, re-estimation of value and 
cost, root cause analysis and elicitation of improvements.  
 

1.3 Limitations 
The tool that was to be developed would have many similarities to other 
requirements engineering tools, but its purpose is not to store and 
manage large amounts of requirements. 
 There is a line between the PARSEQ method and the objective of 
this thesis. The purpose of this thesis was not to evaluate the PARSEQ 
method, but to build and evaluate the tool for it. 
 

1.4 Outline of the report 
After this first section, three sections follow that cover software 
engineering theories relevant to this thesis. In section 2 Software 
engineering, a summary of general software engineering concepts is 
done. The intention of this is to give the reader a broad picture of the 
area of software development in general. In the next section, 3 
Requirements engineering, a more detailed description of requirements 
engineering is done to describe the part of the software engineering that 
is most relevant in this thesis. Finally in section 4 Retrospective 
analysis, the group of specific process improvement methods in general 
and the PARSEQ method in particular that is the ground for this work 
are described. 
 In section 5 Method, the implementation and evaluation methods 
used during the work is described. This chapter is followed by the 
results from the implementation and evaluation in section 6 Results. In 
section 7 Analysis, an analysis of the results achieved is done. A 
discussion concerning the result of the work and proposed future further 
development of the tool can be found in section 8 Discussion. 
 In section 9 Conclusions, the conclusions drawn from the work are 
presented. 
 In section 10 References and 11 List of figures and tables, the 
references used during the work can be found, together with a list of 
figures and tables.  
 In the last section of the report, 12 Appendix, additional information 
and documents concerning the work is located. 
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2 Software engineering 
 
According to Sommerville [1] software engineering is: 
 
“...an engineering discipline which is concerned with all aspects of 
software production from the early stages of system specification 
through to maintaining the system after it has gone into use” 
 
By referring to all aspects of software Sommerville means that software 
engineering not only concerns the technical processes involved in 
software development. Other important areas included can for instance 
be project management and development of tools and theories. In other 
words, software engineering is the engineering approach to all the 
activities and processes present during software development. 
 

2.1 Software process 
A specific set of these activities constitutes what is called a software 
process. Sommerville [1] defines the software process as a set of four 
specific, fundamental process activities. 
 

1. Software specification is the activity where the functionality of 
the software itself and the constraints of its operation shall be 
stated. 

2. During the software development the software that meets the 
demands in the specification is produced. 

3. When the software has been produced a software validation has 
to be done to ensure that the demands have been fulfilled. 

4. Due to changing customer demands a software evaluation must 
be done to meet new needs. 

 
All these activities are in one way or another present in every software 
development project. A big difference in organizing the activities exists 
and also different levels of detail are used when describing the activities. 
One project’s way of organizing the activities might be unique while 
some other ways might be widely spread, depending on how suitable it 
is to adapt that particular way of organizing to a specific project. Also 
parameters as timing of the activities as well as results and outcomes 
from each activity might differ from project to project. Sommerville [1] 
point out that if an inappropriate process is used, a probable reduction of 
quality and usefulness of the software project will be introduced. 
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2.2 Software process models 
Some processes have been proved to be more suitable than others for 
some types of projects. In order to make it easier to use these specific 
types of processes, models are created. A software process model is 
therefore a simplified description, an abstraction, of a specific software 
process [1]. In addition to the fundamental activities mentioned above, a 
model can include other important components of the software 
development. An example of such an important component can be the 
roles of people involved in the project. 
 According to Sommerville [1] the type of models can vary 
depending on their focus. Some models are described on the basis of the 
flow of work throughout the process. In this case the activities in the 
model are represented by actions taken by humans. In other models the 
activities are represented by data-flow and a bigger focus is on how 
input is transformed during the process into output. A third kind of 
viewpoint is to focus on the actors’ different roles in the project and the 
activities for which they are responsible. The choice of model type and 
what to focus on might differ from time to time according to the specific 
nature of the current project. 
 Software process models of today can be categorized into different 
generic groups [1]. Each of these groups represent one approach to 
developing software. The groups can be seen as paradigms for a process 
from a particular perspective of today’s software development. 
 

1. The waterfall approach represents a model where each activity 
is completed before the next one can start. A waterfall with no 
option to go back separates the steps from each other. 

2. In evolutionary development the idea is to let a rapidly 
developed initial system grow by continuous customer input. 
This means that the main activities of the process must be 
interleaved and repeated in relatively short iterations. 

3. In a formal transformation model the objective is to convert a 
formal mathematical system specification into a program by 
using mathematical methods. If the transformation is succeeded, 
it can be proven that the developed program meets its 
specification requirements. 

4. Another general model take for granted that parts of the system 
already exists. By integrating these parts it is possible to do a 
system assembly from reusable components. 

 
Besides these generic groups of process models, other types of models 
have been developed. An example of one such type of model is hybrids 
of two or more of the groups presented above.  
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 To create a greater understanding of the main parts of and 
differences between various kinds of models, a few of them will be 
presented and illustrated more in detail. First the most fundamental and 
earliest process model, the waterfall model, will be presented to create 
an understanding of the origin of process modelling. The next model to 
be presented is the one that best describes the software process in this 
project, the evolutionary development model. Finally an example of a 
hybrid model will be given to show how the process model evolution 
has resulted in some of today’s most commonly used models. 
 

2.2.1 Waterfall model 
The simplest way to model a software process is to consider the 
fundamental activities as independent steps in a one-way proceeding 
process. This is exactly what is done in the waterfall model. This model 
assumes that one activity in the process must be fulfilled before an 
irreversible step can be taken to the next activity. To form a process 
after this model is very inconvenient. Problems and mistakes discovered 
during a late phase of the project can be hard to deal with due to the lack 
of possibility to go back and modify. According to Lauesen [2] the 
whole idea of strict phases of the waterfall model is wrong. Lauesen 
means that the model only represents an ideal and that real projects 
cannot be carried out this way. This means in practice when the 
waterfall model is used, the stages will have to overlap each other to 
make information feedback possible [1].  
 
 

 
Figure 1 The Waterfall model 

 

2.2.2 Evolutionary development 
The base of evolutionary development is to early in the process create 
an initial prototype implementation. By exposing this prototype to the 
customer, the system will be developed by adjusting and adding features 
due to the comments collected [1]. This procedure then repeats 
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throughout the project time and the result is a continuous evaluation of 
the system. Doing specification, development and validation 
sequentially as in the waterfall model is not possible in this method. 
Instead these activities must be carried out in parallel and with instant 
feedback and updates between each other. 
 The main advantages of the evolutionary development lie in the 
possibilities to develop the specification of the customer requests 
incrementally. By doing this throughout the whole process, a system 
that meets the immediate needs of the customer can be created. Another 
advantage within the same domain is that the user develops a better 
understanding of their problem, which can be directly reflected in the 
outcome of the project [1].  
 In contrast to the advantages mentioned above, especially three 
problems have been identified in the model [1].  
 

1. The lack of visibility is a problem for the project manager. To 
measure the progress of the project the manager needs regular 
deliverables. This can be hard to produce in an evolutionary 
development. To produce documentation of every version of the 
system is very cost-inefficient. 

2. The nature of continual change in this model tends to create a 
poor software structure. 

3. Sometimes, special tools and techniques may be required to 
allow rapid development. The lack of compatibility with other 
programs and techniques together with possible skill needs to 
use these programs and techniques may be a problem. 

 
Sommerville [1] do point out that the evolutionary development might 
be the best way to carry out projects of small to medium-sized systems. 
In development of larger systems, the problems might be too great and 
other models are more suitable. 
 

2.2.3 Spiral model 
When developing a large system, one single software process model 
might not be enough to cover all the different parts of the system. The 
approach used to develop one specific part of the system might not work 
at all in another part. For this purpose, hybrid models containing 
essential parts from a range of models have been developed. One such 
model, referred to as the spiral model, was originally proposed by 
Boehm [3]. Instead of describing the development process as a sequence 
of activities, Boehm uses a spiral where each loop represents a phase in 
the process. These phases are not fixed activities and may therefore be 
defined in the way the project needs. Each phase do however have a 
fixed internal structure that consists of four sectors [1].  
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1. Initially the objectives for that phase are defined. Constraints are 
spotted and a detailed management plan is drawn up. Risks are 
identified and due to the outcome of this identification, 
alternative strategies may be planned. 

2. For each of the risks found in the prior sector, a detailed analysis 
is carried out. After that, measures are taken to reduce the risk. 

3. In the next sector, a development model for the system is chosen 
based on the risk evaluation. Depending on the characteristics of 
the identified risks, the most suitable development model is 
chosen for the forthcoming parts of the project. This model can 
for example be a traditional evolutionary model or the waterfall 
model. 

4. The last sector in each phase contains planning for the rest of the 
project. A decision of whether to continue with a further loop is 
made in this sector. If so is decided, plans are drawn for the next 
phase in the project. 

 
The most important difference between the spiral model and other 
software models is the consideration of risk. Because risk often causes 
project problems such as time and cost overruns, risk minimisation is an 
important task in project management. This is the reason to why the 
spiral model considers risk identification as such an important part of 
the process [1].  
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3 Requirements engineering 
 
One of the main issues in today’s software development is the 
requirements engineering process. Sommerville [1] describes 
requirements engineering as the process of finding, analysing, 
documenting and checking the requirements of a system. Requirements 
engineering also includes the processes of maintaining and updating 
these requirements. 
 

3.1 Requirements 
The requirements of a system are the description of its services and 
constraints, in other words, the requirements describe what the system 
should and should not do. It is often difficult for the engineers to 
formulate the demands on a system into good requirements, because the 
problems to be solved by the system are often very complex and it can 
also be hard to understand the nature of the problem. 
 The requirements (demands) come from users and other 
stakeholders [2]. A stakeholder can be defined as anyone who has some 
kind of indirect or direct influence on the system and anyone that will be 
affected by the system, such as: the users, the developers, the users’ and 
developers’ companies, sponsors, customers, authorities, etc. 
 Sommerville [1] divides requirements into three description levels: 
 

1. User requirements are high-level abstract requirements in 
natural language and diagrams that describe what services the 
system should provide and under which constraints the system 
must operate. 

2. System requirements are detailed descriptions of services and 
constraints. 

3. Software design specification adds more detail to the system 
requirements and is used to bridge the requirements engineering 
and design activities. 

 
Requirements are also often classified as being either functional, non-
functional or domain requirements [1]. 
 Functional requirements define what the system should and should 
not do, how the system should react to certain input and what services it 
should provide. 
 Non-functional requirements describe the limitations on the 
functionality and services of the system. They can, for example, be 
timing-constraints and standards. 
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 Domain requirements come from the system’s application domain, 
and can be both functional and non-functional. They can, for example, 
describe limitations or features needed on the system due to the 
environment it should operate in. 
 

3.2 Requirements specification 
The document containing the requirements is called the requirements 
specification. The presence of the requirements specification is obvious 
throughout the whole development process [2]. In the early stages the 
requirements specification is a vital piece of the system analysis and 
often a part of the contract between customer and developer. Later on, 
the specification is an important input to the design phase and its 
extension, the implementation of the project. During test and evaluation 
stages the requirements specification plays an important role in 
forwards- and backwards-tracing between demands, requirements and 
program features. In all, the requirements engineering and its key object, 
the requirements specification, are present and significant to project 
outcome during the whole process progress. 
 

3.2.1 Good requirements specification 
According to the IEEE Standard 830-1998 [24] a good requirements 
specification should be: 
 

1. Correct 

2. Unambiguous 

3. Complete 

4. Consistent 

5. Ranked for importance and/or stability 

6. Verifiable 

7. Modifiable 

8. Traceable 
 
These characteristics are summarized and commented by Lauesen [2]: 
 
Correct 
Correctness is achieved when all the requirements are correct, in other 
words when it reflects a customer need or expectation. A typical 
example of how incorrect requirements are produced is when the analyst 
misunderstands the customer’s needs. 
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Unambiguous 
When all parties agree on what each requirement means, the 
specification is unambiguous. To help ensure unambiguity, formal 
specifications (for example math notations) may be used. 
 This is, however, only a problem if the developer believes he 
understands what the customer wants, when in fact the customer wants 
something else. If the developer should find a requirement ambiguous 
he will ask the customer for a clarification and the problem will never 
arise. 
 
Complete 
Completeness means that all the customer’s expectations are covered. 
However, in practice it is unrealistic to include every single requirement 
since many requirements are too trivial to be worth specifying. If every 
single requirement was specified and included, the specification would 
be so long that it would lose understandability. Instead it is important to 
make sure that all non-trivial requirements are specified and to ensure 
that all business goals and critical issues are covered. 
 
Consistent 
By consistency it is meant that there should not be any conflicting 
requirements or groups of requirements. An example of inconsistency is 
if there is one requirement stating that a warning should be yellow and 
another requirement stating that it should be red. 
 To avoid inconsistency it is recommended that things are stated in 
one place only, and references are made from other places as needed. 
However, since this might make the specification more difficult to read 
a short version of the requirement together with the reference is better. 
 
Ranked for importance and stability 
All requirements are not equally important and some will change more 
often than others. Each requirement should have a priority as well as an 
expected change frequency. 
 The reason for setting the expected change frequency is to help the 
developer identify functions that should be easy to modify, so that he 
can pay special attention to these functions when designing them. 
 
Verifiable 
A requirement is verifiable if it is possible, within economically limits, 
to check that the product meets it. 
 Verifiability is important throughout the development process as 
well as in the finished product. It may be very costly to deal with an 
unmet requirement when the product is supposed to be finished. Further 
are the courts good at deciding whether or not a requirement has been 
met and this may also become costly. 
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Modifiable 
Specifications that are easy to change and that maintains consistency 
when changed are modifiable. There are several ways to help ensure 
modifiability: the requirements should be numbered, a consistent 
terminology should be used, there should be an index and requirements 
should refer to each other rather than be repeated. 
 
Traceable 
Traceability is defined as having requirements that are both backwards- 
and forwards-traceable. A requirement is backwards-traceable if it is 
possible to see which goals and domain-oriented documents it comes 
from, and it is forwards-traceable if it is possible to see where it is used 
in design and code. 
 

3.3 Requirements engineering processes 
Sommerville [1] partitions requirements engineering into four generic, 
high-level requirements engineering activities that deal with creating 
and maintaining a system’s requirements documentation: feasibility 
study, requirements elicitation and analysis, requirements specification 
and requirements validation.  
 

 
Figure 2 The requirements engineering process [1] 

 
In addition to these four activities Sommerville includes a fifth activity, 
requirements management, which deals with the fact that requirements 
change. 
 Requirements specification has already been covered and the other 
four activities are summarized in the following sub-sections.  
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3.3.1 Feasibility studies 
The purpose of the feasibility study is to determine whether or not the 
system contributes to business objectives. Therefore, the requirements 
engineering process should start with a feasibility study for all new 
systems. To decide the systems business value Sommerville [1] lists a 
number of questions for which answers should be sought: 
 

1. Does the system contribute to the overall objectives of the 
organisation? 

2. Can the system be implemented using current technology and 
within given cost and schedule constraints? 

3. Can the system be integrated with other systems which are 
already in place? 

 
The outcome of the feasibility study should be a report recommending 
whether or not it is worth to continue with the system development 
process. 
 

3.3.2 Requirements elicitation and analysis 
In the next stage, after the feasibility study, requirements are elicited 
and analysed. This process often involves several techniques (see 
Lauesen [2]) to, together with stakeholders, find and formulate the 
requirements. 
 Elicitation and analysis is an important but also difficult process. 
The difficulties are due to the fact that [1]: 
 

1. Stakeholders may be unable to express what they want from the 
system, often they only know what they want from the system in 
the most general terms and they may be unaware of the 
implementation cost of their demands.  

2. It is hard for the requirements engineers without experience in 
the customer’s domain to understand the stakeholders’ 
requirements expressed in the stakeholders’ own terms. 

3. The requirements engineers have to discover all potential 
sources of requirements. Since there often are many such 
sources, the requirements engineers get requirements expressed 
in different ways among which they have to discover conflicts 
and similarities. 

4. There may be political factors that influence the requirements of 
the system. 
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5. The importance of certain requirements may change and new 
requirements may emerge, since the economic and business 
environment in which the analysis takes place is dynamic. 

 

3.3.3 Requirements validation 
After the requirements specification is complete it has to be validated. In 
the validation the specification is conducting several checks to ensure 
that it fulfils the criteria of a “Good requirements specification” (See 
section 3.2.1).  
 It is important to validate the requirements, both after the 
requirements specification is complete and continuously throughout the 
project, because the cost of repairing an error originating from a faulty 
requirements specification greatly increases towards the end of the 
development [1].  

3.3.4 Requirements management 
Requirements management is the process of storing and managing 
changes to the requirements. Requirements will inevitably change over 
time as customers can change their minds, the domain can change and 
other factors that affect the system can change. Requirements can also 
turn out to be wrong, too expensive to meet and other problems can 
arise that forces a change to the requirements. 
 

3.4 Release planning 
Lauesen [2] points out that most successful projects end up with a series 
of releases, even though their goal from the beginning was to have one 
single delivery of the product. There are many reasons for this. The 
developers may suddenly realize that they cannot keep the deadline. 
Another reason could be that the project might require several 
prototypes or iterative development to ensure the correct functionality 
and to receive feedback from customers. Another example is in large-
scale development of a continuously evolving product where the 
company constantly must implement new requirements to keep, and get 
new, customers and stay ahead of competitors. The process in the latter 
example is called market-driven requirements engineering. 
 Therefore release planning is an essential part of a company’s 
requirements engineering process. Release planning is about prioritizing 
the requirements and deciding in which release certain requirements 
should be included. 
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3.4.1 Market-driven release planning 
In market-driven release planning, as explained by Karlsson [4], the 
company must make every release attractive to the customer. This 
means that sometimes the company might wait with including some 
features to make later releases attractive. There also needs to be a 
balance between new features and improvements of old features and it 
must be the most appropriate features to include and improve. The 
releases must also be made at appropriate intervals, with customer needs 
and competitor’s releases in mind. To make it even harder for the 
developing company, we must not forget that each feature takes a 
certain amount of time and cost to include or improve. 
 In conclusion, the developing company must have a carefully 
developed release plan where customer needs, development cost and 
development time for every release must be balanced in the most 
appropriate way. 
 

3.5 Requirements prioritization 
There are often more requirements on a system than can be 
implemented at once [5]. The requirements must therefore be prioritized 
so that the most appropriate set of requirements is included in the 
intended release (see section 3.4.1). 
 To decide which requirements that are of most significance the 
prioritization is often done by using two criteria, for example cost and 
value, where cost can be a measure of the development cost for 
estimated time and resources that will be needed and value can be the 
business value. The aim is, of course, to maximize the value to a 
minimal cost. 
 When it comes to prioritizing requirements, there are a number of 
different techniques. Three commonly used requirements prioritising 
techniques are the planning game, pair-wise comparisons (PWC) and 
the $100-test. 
 The pair-wise comparisons method is a part of the analytical 
hierarchy process (AHP) and the incomplete pair-wise comparison 
(IPC) is a modification of PWC. Therefore, these are also described in 
this section. 
 

3.5.1 Planning game 
When using the planning game (PG) to prioritize, all the requirements 
are written on what is called story cards. A story card contains a short 
description of the requirement and other useful information like 
requirement/story number, the requirement’s date and more. Planning 
game originates from the extreme programming methodology developed 
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by Kent Beck [6] and is the commonly used prioritization technique in 
extreme programming. 
 The developers estimate how long/how much it would cost to 
implement each story. Then the developers sort the stories into three 
different piles based on how accurate they believe their estimations to 
be: (1) those stories that they can estimate precisely, (2) those that they 
can estimate reasonably well, and (3) those that they cannot estimate at 
all [6]. 
 At the same time, the customers sort the same stories into three 
different piles based on their significance: (1) those without which the 
system will not function, (2) those that are less essential but provide 
significant business value, and (3) those that would be nice to have [6]. 
After this, the stories can also be prioritized within the piles if desired. 
 

3.5.2 Pair-wise comparisons 
In pair-wise comparisons (PWC) all possible pairs of requirements are 
compared to determine which of the two is of higher priority [5]. After 
the comparisons have been made, the priorities are calculated using the 
matrix multiplication parts of AHP (See section 3.5.4). 
 This means that if you have n requirements you need to do n(n-1)/2 
comparisons for each criteria, this makes the PWC technique time-
consuming as the number of requirements increase. However, this 
redundancy makes the technique insensitive to judgement errors and 
furthermore, a consistency check can be included in PWC where 
judgement errors can be identified. 
 

3.5.3 Incomplete Pair-wise comparisons 
Due to the fact the PWC becomes very time consuming as the number 
of requirements and the number of criteria increases it is desirable to 
decrease the number of necessary comparisons. Harker [7] has 
developed a method, known as incomplete pair-wise comparisons (IPC), 
to reduce the number of needed comparisons to be between n and n(n-
1)/2 for each criteria. 
 After the n first comparisons have been made, IPC uses an algorithm 
to calculate the missing values. This algorithm puts the comparisons in a 
directed graph where each node represents a requirement and each arc 
represents a comparison between the requirements (nodes). The 
algorithm then uses the geometric mean of a random set of paths 
between two nodes to calculate the missing comparison. The algorithm 
is not using all possible paths, because the immense number of paths 
would make it unrealistic to perform the calculations since the number 
of paths grows exponentially as comparisons are added. Further, the IPC 
algorithm also calculates which comparison that should be made next by 
calculating which comparison that will give the most useful information. 
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Also a value of how useful the information from the next comparison 
would be is calculated. This value is used as a stopping rule, if that 
value is below a given constant the next comparison is considered to 
give too little information and the prioritization is completed.  
 In conclusion IPC can result in substantial timesavings by the 
reduced number of comparisons. In addition, by always doing the 
comparisons that give the most information first, the accuracy is kept as 
high as possible. 
 See [7], for a detailed description on the IPC algorithm.  
 

3.5.4 The analytic hierarchy process 
AHP, designed by T.L. Saaty [8], is a model that includes PWC and is 
used to aid the decision-making. 
 Joachim Karlsson and Kevin Ryan [9] describes the four steps in 
AHP used for decision making and how to check the results for 
consistency: 
 

1. Set the requirements in the rows and columns of a matrix. With 
n requirements this will result in an nxn matrix. 

2. Now a pair-wise comparison is performed for all the 
requirements. The scale used can be 1/9, 1/8 … 1/2, 1, 2, 3 … 9. 
To explain how the scale is used, imagine putting the two 
requirements next to each other and the more significant one of 
the requirements are, the farther to that side in the scale the 
number is taken. This will result in a matrix, called the 
comparison matrix, with ones in the diagonal and the result from 
the comparison in all the other positions. When translating the 
relative significance in each comparison to a numerical value, 
different scales can be used. The scale mentioned above is the 
original scale by Saaty [8], but research has been done to 
investigate the effects of different kinds of scales [10]. 

3. Now the eigenvalues of the matrix are estimated using a method 
called averaging over normalized columns. Which means that 
the column’s sums are calculated and used to divide each 
element, belonging to that column, with. This results in a new 
matrix, in which the row sums are calculated and divided by the 
number of elements, n. The result is referred as the priority 
matrix, which is an estimation of the eigenvalues. 

4. Finally, the estimated eigenvalues are assigned to the 
corresponding requirements and give a percentage of how 
significant each requirement is. 
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After completing the four steps the prioritisation is done and a 
consistency check can be made thanks to the redundancy given. The 
consistency check can be divided into two steps: 
 

1. The consistency index (CI) is calculated: )1/()( max −−= nnCI λ  
where λ max denotes the maximum principal eigenvalue of the 
comparison matrix. 

2. The consistency ratio (CR) is calculated: RICICR /= where RI 
is the consistency indices of randomly generated reciprocal 
matrices from the scale 1 to 9, also known as random indices. 

 
Generally, a consistency ratio less than, or equal to, 0.10 is considered 
acceptable. In practice though, consistency ratios higher than 0.10 is not 
uncommon. 
 

3.5.5 $100-test  
The $100-test [11] is a simple and fast prioritization technique that is 
also easy to use when there are several people involved with the 
prioritization. Every participant is given $100 of “pretend money” each. 
The money is then used for “purchasing” the requirements they want, 
spending more money on the requirements they believe is more 
significant. When everybody has used up their $100 the results are 
summarized so that a ranking of the requirements is made. 
 There are, however, a few drawbacks with this method that should 
be kept in mind. Firstly, the technique can only be used once in every 
project, because the participants will be influenced by the results, once 
they are known. For instance, if you are a participant and your most 
wanted feature is high up on the list but your next favourite feature did 
not make it to the list, you can put more money on that second feature 
next time. Counting on that the other participants will, once again, put 
their money on your favourite feature so that it will still make it to the 
list. 
 Secondly, even if a prioritization have not been done yet, a tricky 
participant may put all of his money on a requirement he wants but are 
not as important as other obviously important requirements, because he 
knows that the other participants will put their money on the more 
important requirements. 
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4 Retrospective analysis 
 
George Santayana, a Spanish-American 19th and 20th century 
philosopher [25], once stated that:  
 
“Those who cannot remember the past are condemned to repeat it” [12] 
 
With this quote as a starting point, Joseph Juran identified the 
retrospective analysis as a method of learning from work experience 
already in 1988. He named the practice the “Santayana review” after the 
great philosopher [13]. The main idea of a Santayana review is very 
simple; by taking time to examine what happened in the last project and 
learn from it you can use the new knowledge to improve the outcome of 
the next project [13].  
 

4.1 Retrospectives in practice 
When carrying out retrospective analysis, different approaches can be 
used in order to decide how to gather new knowledge. According to 
Nolan [14] the best results are achieved by “learning from success”. In 
practice this means that measuring and understanding of old projects 
should be focused on the parts that made them successful. Extracting 
these successful processes and introducing them into new projects can 
achieve the best results in a rapid way. The biggest limitation with this 
approach is the need for an analysable and finished successful project to 
use as knowledge source. If no such project exists, the analysis can 
impossibly be done. This is of course in particular a problem for young 
and inexperienced development teams. On the other hand, if such a 
project does exist, the introduction of the analysis method seldom 
receives resistance from the involved development teams because of its 
nature of focusing on good practice instead of bad [14].  
 The other approach to use when doing a retrospective analysis is 
obviously to focus on bad practice. One particular case of big interest is 
to analyze projects that failed big time. Because of this reason, 
retrospective analysis is sometimes referred to as “Post-mortem 
reviews” [15]. Besides the direct knowledge that prevents mistakes from 
earlier projects, other advantages can be drawn. One such advantage is 
the increased sharing of experiences within the development team and 
also communication of the understanding to other teams [16]. Another 
advantage is the increased individual recognition and remembering of 
new knowledge gained during the project for each team member 
participating in the retrospective analysis [16]. There exists several ways 
to perform retrospective reviews. Dingsøyr et al [17] has presented a 
lightweight retrospective review based on focused brainstorming and 
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analysis by grouping problem issues on post-it notes. This lightweight 
review does follow a general structure that seems to be suitable for most 
kind of retrospective processes [Birk, Kerth]. This structure is divided 
into three main parts. 
 

1. A preparation part is the first phase. During this phase a better 
understanding of what has happened is achieved by going 
through project documentation. Also a goal for the analysis is 
determined in this phase. 

2. The next part of the analysis consists of data collection. 
Techniques proposed for collecting data by Birk et al [16] are 
semistructured interviews, facilitated group discussions and KJ 
sessions. The latter is a group methodology for collecting and 
structuring data developed by Japanese ethnologist Jiro 
Kawakita [16].  

3. To finalize the process an analysis phase is done. This can be 
done in several different ways. One approach, suggested in the 
lightweight post-mortem review by Dingsøyr et al [17], is to use 
Ishikawa diagrams as an analysis tool to show causes.  

 
 The software development of today is a very dynamic and flexible 
process. This demands a continuous improvement and evolution of the 
companies’ development processes. According to Kerth [15] the most 
important step toward this improvement is by doing retrospective 
analysis. As mentioned above, the running point in a retrospective 
analysis is to create future advantages by analysing actions taken in the 
past. By doing this, the developer can hopefully prevent mistakes made 
in the past being repeated and a continuous progress in process 
evolution can be done.  
 

4.2 The PARSEQ method 
In this section we summarize the PARSEQ (Post-Release Analysis of 
Requirements SElection Quality) method, which is a retrospective 
analysis method developed at the Department of Telecommunication 
Systems, Lund University, Sweden [18].  
 To be able to perform the PARSEQ method the company must have 
multiple releases of the product as well as access to requirements from 
prior releases. Each requirement must be tagged with the release it was 
implemented in, or if it was postponed or excluded. Further the 
company must have access to employees who have decision-making 
experience from earlier releases as well as a facilitator with experience 
from retrospective analyses. PARSEQ is mostly used for user 
requirements, because the goal is to increase the business/user value by 
improving the release planning process. 
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 In the method a sub-set of requirements from previous releases is 
systematically analysed and a set of root causes to suspected incorrect 
requirements selection decisions are identified and analysed. The goal is 
to find improvements that will increase the company’s ability to plan 
coming releases, by learning from earlier mistakes. 
 The PARSEQ method basically consists of the four steps that are 
briefly described in the following sub-sections and shown in Figure 3. 
 

 
Figure 3 The PARSEQ process, the lower rectangles represent the four steps [18]. The 
five upper icons represent inputs and outputs to the four process steps. 

 

4.2.1 Requirements sampling 
Requirement candidates from previous releases, releases that have been 
on the market long enough to allow an estimation of the included 
requirements current market value, are chosen to be included in the 
analysis. These candidates are either requirements that were included in 
one of the releases or requirements that were rejected and have not been 
included yet. Hence, the sample should include requirements that have 
not been included as well as requirements that have been included. 
Further the sample should contain enough requirements to represent the 
product but not so many requirements that they cannot be handled in 
one session. 
 

4.2.2 Re-estimation of priority criteria 
The sample created during the requirements sampling step is post-
released analysed and a re-evaluation based on what have been learned 
and on what is known at this point, is done. The thought is that the new 
estimations of the criteria are more accurate since the releases have been 
on the market for some time. With the new estimations it can be seen 
which of the requirements that should have been included in the releases 
with today’s knowledge. If the result is that the exact same requirements 
should have been included, the company has either not learned anything 
since the planning of the old releases, the market has not changed at all 
or the company did a very good job during the release planning. 
 The goal of the re-estimation is to discover planning decisions that 
would have been made differently with today’s knowledge. These 
differences are noted and used in the root-cause analysis. Hence, the 
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output of this step, and input to the root-cause step, is a list of 
requirements that were implemented too early or too late. 
 

4.2.3 Root-cause analysis 
The aim of the root-cause analysis is to find and understand why 
release-planning decisions are made. Root-causes for the old decisions 
are sought and the differentiating requirements from the re-estimation 
step are mapped to one or more of these root-causes to illustrate the 
decision disposition and to be used as an input to the next step. 
 

4.2.4 Elicitations of improvements 
In this, last step, of the PARSEQ method, the goal is to elicit release-
planning improvement proposals from the root-causes found in the 
previous step. 
 The goal is to get a list of high-priority areas of improvements that 
can be introduced in the release-planning process and thereby improving 
the accuracy of coming releases. 
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5 Method 
 
Before the development could begin, it was necessary to learn how the 
PARSEQ method works. It was also necessary to get a picture of what 
features should be included in the program, what the program should 
look like and how it should work. An understanding of the PARSEQ 
method and the program was achieved by theory studies, in the form of 
articles, and discussions with the customers. The theory studies and 
discussions continued, as needed, throughout the entire development, 
especially when it was time to implement the different prioritization 
techniques. A good understanding of PARSEQ and the implemented 
techniques was a prerequisite for the success of the project. 
 

5.1 Implementation 
The nature of the implementation process was strongly affected by the 
close collaboration with the customer, moreover the supervisor of the 
work. This fact made some important choices of implementation 
procedures possible. One of the biggest advantages of these choices was 
the possibility to develop a system by using short iterations and frequent 
customer feedback. Another advantage was the chance to discuss 
questions and in cooperation work out uncertainties in the requirements 
specification. These advantages were factors that shaped the 
development process in a way that resulted appropriate for this specific 
project. 
 The main structure of the development process followed an 
evolutionary software process model (see section 2.2.2). Initially a 
prototype with the fundamental functionality implemented was 
produced. The selection of what should be considered as fundamental 
functionality was together with the customer extracted from the 
requirements specification. When the prototype was considered 
independent enough, a first user test was carried out. The outcome of 
this test, in terms of new and modified requirements, together with 
requirements from the original requirements specification were then 
selected for the next iteration of the implementation process. This 
procedure of requirements selection, implementation and testing was 
then repeated throughout the development process and the final system 
is an evolution of the initial prototype. 
  The entire implementation is done in Java on personal computers 
running Windows and Unix. As a development platform, the open 
source tool Eclipse [26] was used. Both the choice of implementation 
language and platform were requirements present in the original 
requirements specification. The vast majority of the implementation 
work was done using the Extreme Programming (XP) practice pair 
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programming [19]. Briefly explained this means that two programmers 
sit in front of the same computer. One programmer has the main 
responsibility to write code and focus on the method at hand. The other 
one has the job to continuously perform code review. Other important 
issues for the code reviewer are things such as making suggestions for 
improvements, attentive corrections and keep the overall class structure 
solid. 
 The modeling of the software developed was strongly affected by 
the choice of evolutionary development as the main work procedure. 
Also the selection of an object-oriented programming language had a 
great effect on the modeling work. After receiving and reviewing the 
initial requirements specification a rough model of needed packages, 
classes and objects were made. When modeling the main structure of the 
system, special consideration of possible future refactorings were taken 
into mind. This decision was a result of the knowledge by experience 
from earlier projects that the evolutionary development can demand 
significant changes in class hierarchies and system structures. Also 
sketches of the first graphical interface were made early in the project. 
Since a great role of and advantages achieved from the system is via the 
direct user interaction, a big effort was early made to attain a good 
usability. 
 

5.1.1 Requirements engineering 
This project’s type would, according to Lauesen’s [2] definitions, be a 
mix of in-house development and contract development with emphasis 
on in-house development. In-house development is when a project is 
carried out inside a company for internal use and contract development 
is when the developing company delivers a system to the customer 
according to a contract and requirements specification. 
 The customer initially provided us with a requirements specification. 
We did, however, also have a close collaboration and good 
communication with the customer. Therefore, all requirements were not 
documented and some of the documented requirements were changed. 
 Setting up some kind of requirements engineering process, where we 
could formally prioritize the requirements in the specification with, for 
example, the planning game method, was discussed. However, it was 
concluded that for a project of this small size that was unnecessary. 
Instead the requirements to give high priority were decided in 
collaboration with the customer. 
 Since requirements are bound to change over time (see section 
3.3.4), the architecture and implementation of the program was done 
keeping requirements management in mind. Hence, even though we did 
not really have any formal requirements engineering process in this 
project, changes to requirements and new requirements should not pose 
any problems. 
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5.1.2 Configuration management 
The use of a configuration management tool like Concurrent Versions 
System (CVS) [27, 28, 29] was discussed. However, after initial 
research and experiments we concluded that the administration and 
compatibility issues with the resources at our disposal, would give a too 
large time-overhead to be worth it for a project of this size. 
 According to Whitgift [20] it is suitable to use directories to hold 
configurations in projects with no more than ten thousand lines of 
source code. Therefore we instead chose this way to manage the 
configurations, releases and source code of our project. 
 

5.1.3 Graphical user interface 
The main purpose of developing the tool was to a great extent to provide 
a more efficient way to perform an existing analysis process. This 
means that if the outcome should be successful, the tool must have a 
high degree of usability. This comprehension was held in focus 
throughout all parts of the process involving user interaction.  
 Usability is often broken down into usability goals to capture the 
most important parts of what often is referred to as good interaction 
design [21]. This break down was also made in this project. 
 

1. Effective to use: The general goal of the whole project is to 
develop a tool that is capable of letting the user to carry out their 
task, the PARSEQ process, in an effective way. 

2. Efficient to use: By making the user interaction mainly consist of 
standardized actions, as for example pressing buttons and click 
& drag with the mouse, the aim is to create a system where the 
user in an efficient way can complete his/her tasks. Each part of 
the process is also put in a well-defined and separate step, which 
hopefully will provide a clear structure of the program and an 
efficiency of use. 

3. Safe to use: The system prevents the user from making serious 
errors by for example asking for confirmation before files are 
written over when saving. The division of the process into 
separate steps also provides the user an easy way of correcting 
errors made in a previous stage. 

4. Have a good utility: As mentioned in section 5.1, the most 
important features and functionality were implemented first. By 
using this approach the system hopefully provides an appropriate 
set of functions to enable the users to carry out the most 
important tasks in the way they want to do them. 

5. Easy to learn: To achieve a high learnability, all user interaction 
is done via well-known WIMP (Windows, Icons, Mouse and 
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Pull-down menus) interfaces [21]. The purpose of this is to 
create a way of interaction where any user recognizes and 
understands the possibilities and consequences of interacting. 
The program does also have a built-in help module where each 
window has its own step-by-step description of how to use. 

6. Easy to remember: The natural sequence of completing a step in 
the process before another is started and the constraints built-in 
in the program to guide the user through these steps have the 
intention of creating a high memorability. By in this way 
providing an obvious guidance through the process, the way of 
using the program is hopefully easy to remember. 

 
The development process of the user interface has followed an 
evolutionary model as well as the rest of the program. In the initially 
produced prototype a simple high-fidelity user interface prototype [21] 
was included. This prototype then served as a seed from where the rest 
of the windows and interaction components grew out. 
 Further, Ben Shneiderman’s eight golden rules [21] were kept in 
mind when designing the graphical interface and strongly affected the 
design of the windows throughout the program:  
 

1. Strive for consistency 

2. Enable frequent users to use shortcuts 

3. Offer informative feedback 

4. Design dialogs to yield closure 

5. Offer error prevention and simple error handling 

6. Permit easy reversal of actions 

7. Support internal locus of control 

8. Reduce short-term memory load 
 

5.1.4 Testing 
Most testing during the development was done using informal test 
techniques [22]. The main part of the test work was done in parallel with 
development and each new module of code was tested before being 
completely integrated with the rest of the system. Together with these 
low-level unit and integration tests, larger high-level system tests were 
regularly performed. These testing techniques were deemed to be 
suitable for this project because of its relative small amount of code and 
few numbers of extraordinary complex algorithms. 
 All testing of the graphical user interface during the main 
development phase was done by “quick and dirty” testing [21]. The use 
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of this test method means that all information feedback from the 
customer was given through informal meetings, focused on quick input 
rather than carefully documented findings. 
 

5.2 Evaluation 
Three different evaluations were performed. One user evaluation with 
the goal of confirming the programs usability and functions, as well as 
finding possible improvements to these areas. There was also a 
retrospective analysis of the project conducted, with the PARSEQ 
method and Rainbowie as the support tool. The third evaluation was on 
Rainbowie’s IPC algorithm. 
 The results of the evaluations can be found in section 6.2 and an 
analysis of the results can be found in section 7. 
 

5.2.1 User evaluation of Rainbowie 
A user evaluation was done together with, and at the same time as, a full 
PARSEQ evaluation of the Rainbowie tool itself. All parts of 
Rainbowie, except the pair-wise comparisons technique and the $100-
test, were evaluated. The user evaluation was made by two users, which 
are very familiar with the PARSEQ method, together with the two 
developers. 
 While the developers took notes, asked and answered questions, the 
users were encouraged to freely comment and discuss all parts of the 
program that was used. 
 

5.2.2 PARSEQ evaluation of the Rainbowie implementation 
Since Rainbowie was developed to support the PARSEQ method it was 
considered appropriate to do a PARSEQ evaluation of it. 
 The evaluation was performed by two users together with the two 
developers using the planning game as the prioritization technique with 
value and cost as the criteria. Because the two users were the 
supervisors of the thesis, they were also the intended customers. 
 From the 52 product requirements (PKxxxx in Appendix C – 
Requirements specification) a sample of 20 randomly selected 
requirements were listed in an Excel-sheet together with their release 
status, to be used for the evaluation.  
 First the users carefully sorted the cards in the planning game by the 
value it had to them, how important they found the specific features to 
be. Then the developers sorted the cards by the actual cost, in time, it 
had taken to implement the features or an estimate of the time it would 
take to implement them if it had not already been implemented. 
 After the prioritization, the cost/value graph was studied to find 
requirements which release deviated from the optimal release. What 
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were sought for were in other words, requirements with high values and 
low costs that had been implemented in a late release and vice versa. 
 When the identification of deviating requirements was done, they 
were added to the root-cause matrix. Then the PARSEQ evaluation was 
ended with completing the last step in the method by elicitating root-
causes, possible reasons for the deviations and possible improvements 
to, if possible, avoid the deviations next time. The conclusions were 
entered in the root-cause matrix and exported to an Excel-file. The 
session was then completed by ranking the possible improvements for 
importance. 
 

5.2.3 Comparison between Rainbowie and Focal Point 
In the developed tool, three prioritization methods are implemented. In 
two of these methods, the $100-test and the planning game, the result of 
the prioritization is the direct outcome of the assigned values by the 
user. In the third method, the pair-wise comparisons, the result is based 
on a modified version of Harker’s [7] IPC method (see section 3.5.3 for 
the method and section 6.1.1 concerning the modification). Since the 
IPC method only calculates estimations of the true results and the 
modification makes the method less accurate, a probable loss of 
precision will be introduced. To examine the approximate size of this 
loss of precision, a comparison between the developed tool and a 
commercial tool for performing pair-wise comparisons called Focal 
Point [30] was done. The purpose of this evaluation was not to make a 
statement of whether or not the implemented algorithm is usable in 
practice. The aim was rather to make an attempt to create an 
understanding of the possible size of the errors in the estimated values. 
 The evaluation was done by performing a pair-wise comparison for 
two criteria of ten requirements in both Focal Point and in Rainbowie. 
During the Focal Point prioritization, the so far assigned values were 
registered after each compared pair from nine (the smallest number of 
comparisons allowed for ten requirements in Focal Pont) to 45 (all 
possible comparisons). For Rainbowie, two series of pair-wise 
comparisons were done. First a series with all 45 pairs, compared in a 
semi-randomly generated order by Rainbowie (see section 6.1.1), was 
completed, i.e. a normal Rainbowie prioritization. After each pair, the so 
far assigned values were registered in analogy with the procedure for 
Focal Point. The objective of this first comparison was to evaluate how 
well the program as a whole could perform a pair-wise comparison 
compared with a commercial tool. An analysis of the progress of the 
assigned values throughout the whole prioritization series were also 
desired and therefore were all 45 comparisons completed. 
 The second series was obtained by letting Rainbowie do the same 
first 19 comparisons that were made in Focal Point. The objective of 
this second series was to evaluate if the results from internal modified 
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IPC algorithm differed from the results from Focal Points built-in 
algorithm in a significant way. The reason why only 19 comparisons 
were made was because this is the number of comparisons that Focal 
Point recommends the user to do for 10 requirements. Since the values 
assigned after 19 completed comparisons are recommended by Focal 
Point as estimations of the true values, 19 comparisons were chosen to 
be the stop point for this series. 
 Finally a second prioritization was made with Focal Point with 19 
comparisons to examine if the recommended number of comparisons 
always resulted in the same assigned values. If that was not the case, a 
check was done of how large differences between the two prioritizations 
that could be considered acceptable by Focal Point. This examination 
was done by letting Focal Point perform two prioritizations with the 
recommended number of comparisons, 19 comparisons in this case. The 
value assigned for each comparison made was decided by the registered 
values from the earlier made full prioritization. Since Focal Point use 
some kind of random comparison generation, the 19 comparisons made 
where not the same in both prioritizations. This difference in the 19 
chosen comparison to make can result in a different outcome from the 
two prioritizations, and therefore is this examination interesting to do. 
 The objective of this examination was to obtain a reference point of 
how accurate the pair-wise comparison method is considered in today’s 
industrial applications. 
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6 Results 
 
The purpose of this thesis was to create a tool that can be used to 
examine the possibilities of more efficiently using the PARSEQ method 
in software development and research. Because of this formulation of 
the purpose, the result of the work can be divided into two main parts. 
The first part of the results is the implemented tool itself. By 
understandable reasons, this part was the most time consuming and 
work demanding section of the thesis. 
 The second part of the results is the tool’s ability to examine the 
possibilities of more efficiently using the PARSEQ method in software 
development. A big part of this result could not possibly be examined 
within the limitations of this project because of the scarce time 
resources. To extract a definite answer to the question whether the tool 
can make the PARSEQ method more efficient, it probably needs to be 
applied to a larger scale of research work. The results from the 
evaluation in this thesis are therefore the outcomes of a relatively brief 
user evaluation of the system itself and subjective opinions from 
experienced PARSEQ analyzers about the ability to ease up the method. 
 

6.1 Results from the implementation 
The implementation work was, as mentioned above, the single most 
time consuming activity in the project. Therefore the result of the 
implementation is considered to be the main part of the results from the 
project in total. The physical result of the implementation is a program 
that covers a majority of the requirements given in the requirement 
specification. The complete requirements specification can be found in 
Appendix C – Requirements specification. A specified compilation of 
the implemented functionality will follow in the next section followed 
by the known limitations and unmet requirements. Also a rough 
description of the software architecture built will be presented in this 
section. For a more detailed version, see Appendix B – Detailed 
software architecture. The implementation resulted in a program called 
Rainbowie of about 10.000 lines of Java code. 
 

6.1.1 Implemented functionality 
To create a better overview of the results in this part, the compilation of 
the implemented functionality will be divided in the same classifications 
as in the requirement specification. 
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Development requirements 
The tool is developed with the use of incremental development and the 
programming language used was Java. The open-source platform 
Eclipse [26] was used as development tool throughout the project. The 
program is written and can be run on workstations running Windows. 
Together with the program itself, this project report was written and 
delivered before the deadline of 30th of June 2005.  
 
Common product requirements 
When the program is started, a main window appears where the user can 
make choices by clicking buttons or menu items. By opening the help 
dialog, possible actions to take are presented to the user. This window, 
as well as almost all other windows in the program, can be minimized 
and maximized. 
 

 
Figure 4 The main window of the program 

 
Requirements for sampling 
In dialog with the customer, an early decision was made to concentrate 
on sampling requirements from Excel spreadsheets only. This decision 
was made based on the facts that Excel is today a common way to 
handle requirements and that it is quite simple to extract requirements 
from ordinary requirement tools to Excel. The limitation of using Excel 
spreadsheets only was also considered to be a reasonable solution since 
importation from other programs, pure requirement tools in special, 
probably would result in a too high cost/benefit-rate according to the 
time required. Since the benefits from the possibility of sampling 
requirements from existing tools, which already has an easy interaction 
with Excel, would be relatively small in comparison to the time needed 
to implement that functionality, the Excel-only strategy was sustained. 
 When requirements are imported, they are displayed in a table with 
three columns: Requirement number, requirement description and 
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release number. The possible number of requirements to import has no 
upper built-in restriction in the program. A lower bound of two 
requirements is set since a reprioritization with a single requirement is 
pointless. Imported requirements can be manually added and/or edited 
in all three columns by using a special edit window. The reason for this 
special window is to prevent erroneous editing in the imported list. If a 
requirement shall be tagged with a release number only, this can be 
directly done in the imported list. Anytime during the sampling process 
the user can choose to return to the main window by either pressing the 
accept button to continue the process with the current list or the reject 
button to start over again with the sampling. 
 
Requirements for reprioritization 
For reprioritizing the imported requirements, the user can choose 
between three techniques to use: Planning game, $100-test and pair-wise 
comparisons. The criteria cost, value and risk together with up to two 
own defined criteria can be chosen among, when doing a 
reprioritization. During all reprioritization, the previously set release 
number is not shown to prevent the user from being affected. 
 In planning game prioritization every requirement is represented by 
a card, with the requirement description written on it, placed on a desk. 
If a requirement is only represented by a requirement number, the 
number is written on the card instead. In the requirement specification 
there exists a requirement (PK3310) that says that each card initially 
shall be given a random position on the desk and cards shall not be put 
on top of each other. The algorithm for a random placement on the desk 
was implemented and integrated in the system without any problems. 
An algorithm for preventing cards to be put on top of each other where 
also implemented but the integration with the system led to a problem. 
Since another, informal, requirement from the customer was that each 
card should be large enough to be able to hold a significant part of the 
requirement description; the initial placing of the cards sometimes could 
not be done. This problem appeared especially when many cards where 
to be placed on a workstation with a low screen resolution, i.e. when 
many cards had a relatively small desk to be placed on there was not 
room enough to find an empty place for all cards. In the balance 
between large cards and prevention from placing cards on top of each 
other it was in discussion with the customer decided to stay with the 
large cards. By dragging and dropping the cards with the mouse, the 
user can put the cards in any of the three boxes marked “High”, 
“Medium” or “Low”. Within each of these three boxes, the user can 
reorder the cards in the same way as moving cards on the desk. When 
the user is finished with the reprioritization, a window for confirming 
the prioritized ordinal list of requirements will appear. 
 In the $100-test all requirements are presented in a table where the 
last column is editable. In this column, the user types in the desired 
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amount of $ for each of the requirements. Below the editable column 
information of the number of spent $ are displayed to make it easier for 
the user to keep track of the progress. 
 An additional way to reprioritize requirements, not present in the 
requirement specification but stated as an informal requirement, has 
been implemented. This method can be explained as a combination of 
the two methods mentioned above. The user starts by reprioritizing 
requirements in the planning game method. When this is done, the 
reprioritization continues with the $100 method. The main difference in 
this $100 method, compared with the regular, is that the order of the list 
of requirements presented must be sustained. This means that the user 
cannot assign $ values to the requirements in the list that would modify 
the internal order of the list of requirements. When this reprioritization 
is done, the result is a list similar to the one obtained from a regular 
$100 method. 
 The pair-wise comparison technique is the most complex of the 
three techniques and therefore contains the most complicated functions. 
The priority values of each requirement are calculated by using the 
AHP. The scale used for comparing two requirements with each other is 
the Saaty scale [8], 1/9…1/3, 1, 3…9. If the user completes the 
comparison process and performs all n(n-1)/2 comparisons (with n = the 
number of reprioritized requirements), the priority values are calculated 
with a true PWC-calculation. The user can however choose to finalize 
the reprioritization as soon as n comparisons have been done. If so is 
done, the values will be calculated with a modified IPC-algorithm. The 
reason for the modification of the IPC algorithm is because of the 
limited resources of time in the project. The authors found it more 
valuable make sure to be able to integrate a small, modified version of 
the IPC-algorithm than to try to, but not be able to ensure to succeed, 
make an implementation of the full, rather complex, algorithm. The 
modification of the algorithm consists mainly of the removal of the 
stopping rule functionality. This means that the algorithm to calculate 
all missing values by using a directed graph is done and a regular AHP 
calculation can be done to find the priority values. It is instead the next 
step in the algorithm that is removed. When a true IPC-algorithm 
calculates the next comparison to make according to the amount of 
potential information that will added by that comparison, and possibly 
suggests a stop in the prioritization, the modified algorithm does not. In 
the modified algorithm the next comparison to make is instead randomly 
chosen among the remaining comparisons and leaves the decision 
whether to stop the prioritization or not to the user. To ensure that the n 
first comparisons made can create the directed graph needed for the IPC, 
a true random selection of the comparisons cannot be made. Therefore a 
special semi-random algorithm is implemented to select the n first 
comparisons randomly within special restrictions.  In the algorithm two 
adjustable threshold values are implemented. When few comparisons 
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have been made, it is possible to use the average mean of all possible 
paths between two nodes in the graph when calculating a missing 
comparison. When the number of comparisons increase, making the 
number of all possible paths grow exponentially, a given value is set 
where the algorithm switches to using a random set of paths through the 
graph instead. Therefore, the two threshold values decide when the 
algorithm shall switch from all possible paths to a randomized number 
of paths and the number of random paths to use. 
 
Requirements for root-cause analysis 
The reprioritization made by the user can be presented in a graph with 
the chosen prioritization criteria on the axes. In the graph, each 
requirement is represented by an icon, the requirement number and the 
first few words of the requirement description. The assigned release 
number decides the look of the requirement icon. Requirements missing 
a release number are represented by a “+”-sign while assigned release 
numbers are represented by a number of circles. The number of circles 
is decided by which release number that is assigned. 
 When the planning game reprioritization method has been used, the 
graph is divided in three areas along each axis, i.e. nine areas in total. 
These areas correspond to the three boxes, “High”, “Medium” and 
“Low”, for each criterion in the reprioritization method. Within each 
area, the requirements are positioned out following the assigned 
reprioritized order. 
 In the graph for other reprioritization methods the requirements are 
positioned according to the assigned prioritization value in percent 
along each axis. In this graph, together with the requirements, there are 
also two support lines instead of the nine areas mentioned above. These 
two support lines are defined by the functions: xy 2= and  [9]. 
The purpose of these lines is to easily identify those requirements that 
have a more than twice as large priority value of one of the criteria 
relative to the other. Since one of the objectives in the PARSEQ 
analysis is to find originally incorrect prioritized requirements (see 
section 4.2.2), the ones identified by the support lines are highly 
interesting for further analysis. 

xy 5.0=

 When the user finds a requirement to include in a further analysis, it 
can be added to the root-cause and improvements matrix by double-
clicking or by using a button in the graph window. The added 
requirement will then be added as a new column in the root-cause 
matrix that already contains two columns for root-causes and 
improvements. 
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Figure 5 The root-cause matrix with three requirements added 

 
Requirements for improvements elicitation 
In the root-cause matrix, the user can enter root-causes for the originally 
incorrect prioritization and improvements suggestions. This information 
can then be linked to one or more of the requirements added as columns 
in the table. Each requirement can also be linked to more than one root-
cause and improvement suggestion. 
 When this final phase of the PARSEQ process is completed, the user 
can export the results, the root-cause table and the requirements graph, 
to an Excel spreadsheet for further editing and printing possibilities. 
 
Quality requirements 
The code is fully commented to ease possible extensions of the program 
in the future. Each class and method is described in large extent to make 
code maintenance uncomplicated and straightforward. 
 A detailed help module that provides a step-by-step description of 
how to use the program is implemented to ensure new users to be able to 
use the program. This help module can be used both as a guidance 
through the program for new users as well as a reference book for more 
experienced users. 
 A great effort has been made to create an uncomplicated interface 
for adding new prioritization methods. To create a complete plug-in 
interface was not possible due to, among others, details in the graphical 
interface and possible graph representations. Though, a comprehensive 
description of how to integrate a new prioritization method with the 
program is written and delivered with the final release. 
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6.1.2 Known limitations 
The program was mostly developed and tested on a personal computer 
(PC) that was provided by the department. It was a PC that was running 
Microsoft Windows 2000 as operating system (OS) using Java version 
J2SE 1.4.2_07 SDK and Eclipse 3.0 as development environment. The 
program has only briefly been tested on other Java versions and 
operating systems. 
 When the consistency ratio is calculated for the PWC method, 
random indices are used as defined by AHP [9], up to order 15. For 
matrices of higher order than 15, the same RI value as for an order 15 
matrix is used because no literature found presents the values for higher 
order matrices or how to calculate the values. 
 The algorithm for calculating assigned values when using an IPC is 
only a modified version of Harker’s IPC algorithm. The reasons for this 
modification are already motivated in section 6.1.1. 
 

6.1.3 Unmet requirements 
In the requirement specification there are requirements that could not be 
met during this project due to one reason or another, where one 
reoccurring reason is the time limit of the project. In this section these 
requirements will be discussed more in detail and the reasons behind the 
decisions to exclude them from the program are explained. Also, the 
excluded requirements was discussed and approved to be postponed by 
the customer. References will be made to the final requirements 
specification of the project that can be found in Appendix C – 
Requirements specification. 
 In the requirement group concerning common product features, a 
requirement of a help button in every window of the program can be 
found (PK3103). The help buttons were replaced by help menu items 
because of convenience issues in some windows. The placing of a 
relatively big button tended to be very inappropriate in some of the 
smaller windows. By offering the same connection to the help dialog, 
via the menu, in all windows, a high consistency could be kept. 
 As mentioned earlier in section 6.1.1, import of requirements can 
only be done from Excel spreadsheets. The benefits achieved from 
implementing import interfaces towards other programs than Excel 
where estimated to be significantly smaller than the estimated cost in 
time needed to implement the functionality. Because of these 
circumstances, the decision was taken to focus on import from Excel 
files only. 
 Part of requirement PK3310 says that the story cards in the planning 
game window should not overlap each other. This has not been achieved 
since it very much depends on how many cards there are and how high 
the screen resolution is. It was a choice between larger, overlapping, 
cards with more information and smaller, non-overlapping, cards with 
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less information and it was decided that easy access to the information 
on the cards was more important. 
 The requirement demanding that  the comparisons should be in a 
random order (PK3317) has only partly been met, because the 
implementation of IPC demands that a directed graph is constructed 
from the n first comparisons (see section 6.1.1). Therefore, the n first 
requirements are not fully randomized. 
 A modified version of requirement PK3408 was implemented. 
Instead of marking requirements that after the reprioritization gets an 
“optimal release” that differs from its actual release, every release has a 
unique icon to tell them apart. This indicates to the user which 
requirements to investigate in the root-cause analysis. 
 Instead of implementing report writing and printing support, as 
PK3502 demands, the root-cause matrix and graph can be exported to an 
Excel sheet. Excel is widely used in industry and at the department; it 
also has excellent exporting, printing and report making support. We 
would, within the given timeframe, never be able to implement report 
writing or printing features that would be better than the features Excel 
have. 
 Requirement PK3503, concerning database storage of the results, 
was also considered a “nice to have” feature that would demand quite 
some time to implement. Further, to save the improvement suggestions 
to a database in a good way would require the program to have some 
kind of database support (like SQL) and a database server would need to 
be available. It was considered enough to be able to save the root-causes 
and improvement suggestions to an Excel-file. 
 There was a requirement stating that at least one industrial 
evaluation of the tool should be made (UK2006). However, at the time 
of the printing of this report this has not been done due lack of interest 
from the local industries and/or lack of time at the interested industries. 
Instead an in-house evaluation was conducted together with the 
customer.  
 

6.1.4 Software architecture 
The program is divided by functionality into seven packages where each 
package contains several classes. The steps in the PARSEQ process, 
three in this case because the last two steps have been merged into one 
in the tool; importing, reprioritizing and analysis, are each represented 
by an own package. This means for example that the classes relating to 
functionality used for prioritizing is collected in one package. In 
addition to these packages there exists two packages containing classes 
to represent the graphical user interface. Another package holds 
universal classes used throughout the whole program, i.e. the 
representation of a requirement. Finally there is a utility package that 
contains a set of utility classes. 
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Figure 6 Package structure of the program 

  
This chapter will provide a brief description of the packages mentioned 
above and the classes within these. To obtain a more detailed 
description, the reader is advised to consult Appendix B – Detailed 
software architecture. 
 
The rainbowie package 
This package contains the classes considered to be universal throughout 
the program. In the package there are classes to represent a requirement 
and a list of requirements in the system. The main class containing the 
main method and lists of imported and reprioritized requirements is also 
located here. All communication between the steps in the PARSEQ 
process is done via the lists of requirements in the main class.  
 
The importer package 
This package holds the functionality to import requirements from other 
programs. At this point, the program is only able to import from MS 
Excel spreadsheets that means this functionality is the single one located 
in this package. If a future extension would provide functionality to 
import requirements from for example other requirement engineering 
tools, this functionality should be added here. 
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The prioritizer package 
When the reprioritization is done by the user, all needed calculations 
and functionality not directly connected to the user interaction is done in 
a separate class. For each prioritization method there is one such 
corresponding class located in this package. This means in practice, for 
example for the $100 method, that there is a class in this package 
keeping track of things like the number of users that has taken part in 
the reprioritization. 
 
The analyzer package 
When all requirements have been reprioritized, the process shall 
continue with the analysis phase. Internally in the program this means 
that the priorities assigned by the user shall be translated to positions in 
the analysis graph. To achieve this, each prioritization method 
corresponds to a class in the Analyzer package. All analyzer classes 
extend the Analyzer super class that contains fundamental methods for 
creating points and support lines for the graph. Depending on the unique 
characteristics of each prioritization technique, these methods are 
overridden to make a visualisation possible. 
 The package also contains a class for physical representation of a 
graph point and the attributes assigned to this. 
 
The gui and gui.prio packages 
Because of the relatively large number of windows in the program, 
some of the classes in the gui package are placed in a sub package called 
prio. In the sub package, classes managing user interaction during the 
reprioritization step are found. Each prioritization technique has its own 
window and therefore its own class in this package. Together with these 
a class to simplify a program extension with a window for a new 
prioritization method is located in this package. 
 In the package above gui.prio all other windows in the program are 
placed. All of these, as well as the prioritization windows, has a range of 
internal classes to take care of user interaction, drawing, table rendering 
and so on. 
 
The util package 
Frequently in the program, utility classes are used for wide range of 
functionalities. All these classes are collected in the utility package. The 
functionality provided by these classes is for example showing of the 
help dialog, setting standard sizes for window components and setting 
window alignments. 
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6.2 Results from the evaluation 
In the following sub-sections the results of the three evaluations that 
were performed are presented, as facts and figures.  
 

6.2.1 User evaluation of Rainbowie 
The user evaluation resulted in a confirmation that the program’s 
usability was good enough, as well as the implemented functionality 
worked as intended. There were, however, also a number of usability 
improvements suggestions and new requested features as a result of the 
evaluation. These improvement and feature suggestions are listed 
below: 
 

1. Support for importing and handling earlier priorities. 

2. Extensive undo support throughout the program. 

3. Make it possible to change and adjust priorities in an easy way 
later in the process. 

4. Ability to merge, group and split cards in the PG. 

5. Make it possible to directly drag a card from one pile to another 
in the PG, without having to put the card on the desk first. 

6. Visualize which requirements that belong to which pile in the 
PG’s Confirm window. 

7. Implement a slider in $100-window that should be used to assign 
the $. When one slider is pulled up, the other sliders should be 
lowered. Also, implement functionality to lock desired slider, so 
that they will not be changed when another is pulled. 

8. Change the name of the Reject-button in the PG and the Print-
column in the root-cause matrix. 

9. Make it possible to map several improvements suggestions to 
one root-cause in the root-cause matrix. 

10. Visualize in the graph window which requirements that have 
been added to the root-cause matrix. 

 

6.2.2 PARSEQ evaluation of the Rainbowie implementation 
As can be seen in the result of the prioritization in Figure 7, there are six 
deviating requirements: 
 

1. PK3210 Had high value and low cost, but was not implemented 
until release 2 
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2. PK3201 Had high value and low cost, but was not implemented 
until release 2 

3. PK3408 Had high value and medium cost, but was not 
implemented 

4. PK3504 Had high value and medium cost, but was not 
implemented until release 2 

5. PK3410 Had medium value and low cost but was not 
implemented until release 4 

6. PK3104 Had medium value and low cost but was not 
implemented 

 

 
Figure 7 The resulting graph from the prioritization of the requirements in the 
PARSEQ evaluation of Rainbowie. 

 
Table 1 shows the resulting root-cause matrix after finding the root-
causes to the deviating requirements and after elicitating process 
improvement suggestions to help avoid the same root-causes next time. 
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Root Causes Improvements 

PK
3210 

PK
3201 

PK
3408 

PK
3504 

PK
3410 

PK
3104 

Inadequate elicitation the 
requirement was not there 
from the beginning 

Even earlier prototyping 
and more discussion 
about the specification 
with the customer 

X 
   

X 
 

The first prototype did not 
need it 

Not an erroneous 
decision   X  X   

Was expected to be harder 
to implement before an 
existing library was found 

Look harder for existing 
solutions before solving 
the problem ourselves 

 

X 

 

X 

  
The requirement received a 
lower priority since it turned 
out that it is better to show 
the release numbers 

Write the requirements 
at a higher level, not 
solutions and more 
discussion about the 
requirements   

X 

   
Expected the solution to be 
harder than it was and 
weighted between different 
solutions 

More discussion with the 
customer 

    

X 

 
Partly implemented Not an erroneous 

decision       X 

Table 1 The resulting root-cause matrix after the PARSEQ evaluation. 

  
 From this table four improvement suggestions were found to be 
viable and ranked for importance: 
 

• More discussion about the specification with the customer 

• Write the requirements at a higher level, not as solutions 

• Look harder for existing solutions before solving the problem 
ourselves 

• Even earlier prototyping 
 
This ranked list of process improvement suggestions concluded the 
results from the PARSEQ evaluation of the development of Rainbowie. 
 

6.2.3 Comparison between Rainbowie and Focal Point 
The registered values during the pair-wise comparisons in Focal Point 
and Rainbowie, as described in section 5.2.3, are presented in the tables 
and graphs below. The requirements used in the prioritization are called 
by their requirement numbers: REQ001 – REQ010. 
 The results displayed in the graphs shall be compared two and two, 
one graph for Focal Point and one for Rainbowie. Figure 8 shall be 
compared with figure 9, figure 10 with figure 11 and so on. Especially 
the two tools’ abilities to early in the prioritization process stabilize each 
requirements value close to the finally achieved priority shall be 
observed. The results presented in the graphs are analysed in section 7.3. 
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45 comparisons in Focal Point – criterion 1 
 
 Values after n number of comparisons 
Requirement: 10 … 19 … 45 
REQ001 16,74% … 17,35% … 17,07% 
REQ002 8,25% … 7,79% … 7,70% 
REQ003 6,48% … 5,94% … 5,31% 
REQ004 11,93% … 11,96% … 12,13% 
REQ005 7,42% … 7,51% … 7,70% 
REQ006 9,47% … 10,02% … 10,42% 
REQ007 8,26% … 7,41% … 7,70% 
REQ008 12,23% … 12,23% … 12,13% 
REQ009 11,59% … 12,43% … 12,13% 
REQ010 7,62% … 7,37% … 7,70% 

Table 2 Assigned values by Focal Point for a full prioritization with 45 comparisons 
and criterion 1 
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Figure 8 Visualization of assigned values by Focal Point for 45 comparisons and 
criterion 1 
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45 comparisons in Rainbowie – criterion 1 
 
 Values after n number of comparisons 
Requirement: 10 … 19 … 45 
REQ001 19,78% … 13,69% … 27,19% 
REQ002 7,86% … 8,95% … 4,76% 
REQ003 4,58% … 4,46% … 2,38% 
REQ004 13,52% … 13,44% … 13,81% 
REQ005 8,40% … 7,94% … 4,76% 
REQ006 7,42% … 11,07% … 9,90% 
REQ007 6,64% … 9,09% … 4,76% 
REQ008 10,80% … 12,97% … 13,81% 
REQ009 14,18% … 11,61% … 13,81% 
REQ010 6,77% … 6,73% … 4,76% 

Table 3 Assigned values by Rainbowie for a full prioritization with 45 comparisons 
and criterion 1 
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Figure 9 Visualization of assigned values by Rainbowie for 45 comparisons and 
criterion 1 
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45 comparisons in Focal Point – criterion 2 
 
 Values after n number of comparisons 
Requirement: 10 … 19 … 45 
REQ001 12,81% … 10,26% … 9,27% 
REQ002 17,85% … 13,58% … 13,45% 
REQ003 13,95% … 17,79% … 15,92% 
REQ004 9,25% … 9,10% … 9,30% 
REQ005 5,66% … 5,61% … 5,62% 
REQ006 6,60% … 7,30% … 7,20% 
REQ007 12,77% … 17,24% … 16,66% 
REQ008 7,97% … 6,48% … 6,87% 
REQ009 4,06% … 4,32% … 5,41% 
REQ010 9,09% … 8,34% … 10,31% 

Table 4 Assigned values by Focal Point for a full prioritization with 45 comparisons 
and criterion 2 
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Figure 10 Visualization of assigned values by Focal Point for 45 comparisons and 
criterion 2 
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45 comparisons in Rainbowie – criterion 2 
 
 Values after n number of comparisons 
Requirement: 10 … 19 … 45 
REQ001 7,66% … 8,95% … 8,62% 
REQ002 16,79% … 13,14% … 15,12% 
REQ003 18,67% … 16,49% … 21,99% 
REQ004 5,94% … 4,86% … 7,74% 
REQ005 4,58% … 6,13% … 2,60% 
REQ006 4,38% … 6,35% … 4,79% 
REQ007 19,32% … 18,95% … 23,15% 
REQ008 7,33% … 6,21% … 4,35% 
REQ009 3,97% … 5,89% … 2,52% 
REQ010 11,32% … 12,98% … 9,07% 

Table 5 Assigned values by Rainbowie for a full prioritization with 45 comparisons 
and criterion 2 
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Figure 11 Visualization of assigned values by Focal Point for 45 comparisons and 
criterion 2 
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19 equivalent comparisons in Focal Point – criterion 1 
 
 Values after n number of comparisons 

and internal order at n = 19 
Requirement: 10 … 19  Order 
REQ001 14,44% … 17,35%  1 
REQ002 9,16% … 7,79%  6 
REQ003 6,50% … 5,94%  10 
REQ004 13,01% … 11,96%  4 
REQ005 7,44% … 7,51%  7 
REQ006 9,50% … 10,02%  5 
REQ007 8,42% … 7,41%  8 
REQ008 12,13% … 12,23%  3 
REQ009 12,04% … 12,43%  2 
REQ010 7,37% … 7,37%  9 

Table 6 Assigned values by Focal Point for 19 equivalent comparisons and criterion 1 
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Figure 12 Visualization of assigned values by Focal Point for 19 equivalent 
comparisons and criterion 1 
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19 equivalent comparisons in Rainbowie – criterion 1 
 
 Values after n number of comparisons 

and internal order at n = 19 
Requirement: 10 … 19  Order 
REQ001 25,15% … 17,48%  1 
REQ002 7,25% … 7,91%  7 
REQ003 4,32% … 6,34%  10 
REQ004 14,39% … 11,38%  3 
REQ005 2,59% … 8,56%  6 
REQ006 5,87% … 10,26%  5 
REQ007 5,55% … 7,61%  8 
REQ008 14,30% … 10,83%  4 
REQ009 14,71% … 12,05%  2 
REQ010 5,87% … 7,58%  9 

Table 7 Assigned values by Rainbowie for 19 equivalent comparisons and criterion 1 
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Figure 13 Visualization of assigned values by Rainbowie for 19 equivalent 
comparisons and criterion 1 
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19 equivalent comparisons in Focal Point – criterion 2 
 
 Values after n number of comparisons 

and internal order at n = 19 
Requirement: 10 … 19  Order 
REQ001 12,81% … 10,26%  4 
REQ002 17,85% … 13,58%  3 
REQ003 13,95% … 17,79%  1 
REQ004 9,25% … 9,10%  5 
REQ005 5,66% … 5,61%  9 
REQ006 6,60% … 7,30%  7 
REQ007 12,77% … 17,24%  2 
REQ008 7,97% … 6,48%  8 
REQ009 4,06% … 4,32%  10 
REQ010 9,09% … 8,34%  6 

Table 8 Assigned values by Focal Point for 19 equivalent comparisons and criterion 2 
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Figure 14 Visualization of assigned values by Focal Point for 19 equivalent 
comparisons and criterion 2 
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19 equivalent comparisons in Rainbowie – criterion 2 
 
 Values after n number of comparisons 

and internal order at n = 19 
Requirement: 10 … 19  Order 
REQ001 12,63% … 7,62%  7 
REQ002 24,50% … 10,26%  5 
REQ003 11,57% … 14,57%  2 
REQ004 9,31% … 12,45%  3 
REQ005 4,23% … 6,80%  8 
REQ006 4,44% … 6,61%  10 
REQ007 12,82% … 14,56%  1 
REQ008 9,50% … 8,17%  6 
REQ009 3,42% … 6,74%  9 
REQ010 7,59% … 12,22%  4 

Table 9 Assigned values by Rainbowie for 19 equivalent comparisons and criterion 2 
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Figure 15 Visualization of assigned values by Rainbowie for 19 equivalent 
comparisons and criterion 1 
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19 comparisons in two prioritizations in Focal Point – criteria 1 
The “Diff.” column shows the absolute value of the difference between 
the prioritizations in percentage points. 
 
Requirement: Prio. 1  Prio. 2  Diff. 
REQ001 17,35%  16,23%  1,11 pp. 
REQ002 7,79%  7,30%  0,49 pp. 
REQ003 5,94%  5,55%  0,39 pp. 
REQ004 11,96%  12,37%  0,41 pp. 
REQ005 7,51%  7,56%  0,05 pp. 
REQ006 10,02%  10,16%  0,14 pp. 
REQ007 7,41%  7,72%  0,32 pp. 
REQ008 12,23%  13,42%  1,19 pp. 
REQ009 12,43%  11,77%  0,66 pp. 
REQ010 7,37%  7,90%  0,54 pp. 

Table 10 Assigned values for two prioritizations with 19 comparisons in Focal Point 
and criterion 1 

 
Average difference between the prioritizations: 0.53 percentage points 
 
 
19 comparisons in two prioritizations in Focal Point – criteria 2 
  
Requirement: Prio. 1  Prio. 2  Diff. 
REQ001 10,26%  9,12%  1,14 pp. 
REQ002 13,58%  13,43%  0,14 pp. 
REQ003 17,79%  18,11%  0,32 pp. 
REQ004 9,10%  7,98%  1,12 pp. 
REQ005 5,61%  4,79%  0,82 pp. 
REQ006 7,30%  6,83%  0,46 pp. 
REQ007 17,24%  16,70%  0,54 pp. 
REQ008 6,48%  6,10%  0,37 pp. 
REQ009 4,32%  5,88%  1,55 pp. 
REQ010 8,34%  11,06%  2,73 pp. 

Table 11 Assigned values for two prioritizations with 19 comparisons in Focal Point 
and criterion 2 

 
Average difference between the prioritizations: 0.92 percentage points. 
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7 Analysis 
 
The results from the three evaluations have been analysed and compiled 
in the following sub-sections, together with the conclusions that was 
made. 

7.1 User evaluation of Rainbowie 
The outcome of this evaluation was on the whole positive and it was 
concluded that the program’s usability is good enough for users familiar 
with the PARSEQ method. Further, it was concluded that the program 
fully, even though not yet always perfectly, supports all the steps in the 
method. 
 Some parts of the process, for example the automatically generated 
graph when the prioritization is done, were found less time-consuming 
and more flexible than without the tool. 
 Other parts were considered to be in need of some further program 
development to achieve an even better support for the method as well as 
a higher usability. For a list of these improvement suggestions see the 
list in section 6.2.1. From this list, items 6 and 8 have since been 
implemented, while the rest will be discussed as suggestions of future 
development in section 8.2. 
 

7.2 PARSEQ evaluation of the implementation 
If the project was to be remade or a new project with a similar process 
was to be started, the results from the user evaluation would help us to 
be even more successful. 
 The three main conclusions drawn is that too little time was spent on 
discussing and understanding the requirements and the specification, 
more time should be spent on looking for existing solutions to presented 
problems and more effort should be put into making earlier prototypes. 
 The fourth point, concerning requirement’s level of description, 
cannot be influenced by the developers. This is an improvement that 
must be made by the customer, or the writer of the requirements 
specification, and is therefore left out as an improvement suggestion for 
this project. 
 The main knowledge gained through the PARSEQ evaluation can be 
put in one sentence: “Spending more time in the beginning of a project 
to get a picture of what the customer really wants, will help getting the 
appropriate features in the appropriate release”. 
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7.3 Comparison with Focal Point 
As described in section 5.2.3, the comparison between Rainbowie and 
Focal Point had three main purposes. Each of these will be analyzed in a 
separate section below. 

7.3.1 The pair-wise comparison method as a whole 
The first observation made from the results after using the two 
prioritization tools is the difference in absolute assigned values. This 
difference is obvious when the values after 45 comparisons are 
consulted. These values shall be considered to be the true values of the 
prioritization, i.e. no estimations are done, when the calculation is done 
by using to the AHP. Since these differ between Focal Point and 
Rainbowie, a difference must exist in either the AHP calculation or in 
the translation of relative significance in the comparisons made by user 
to values used in the calculation. The fact that requirements assigned 
with equal priority values by Focal Point also are given equal values by 
Rainbowie indicates the latter. An example of these equal values is that 
REQ004, REQ008 and REQ009 have all been assigned the value 
12,12% for criterion 2 by Focal Point and 13,81% by Rainbowie for the 
same criterion. This means that Rainbowie probably uses another scale 
than Focal Point when translating a comparison made by the user to a 
numerical value for the AHP calculation (for details of this translation, 
see section 3.5.4).  
 Another obvious difference is Focal Point’s greater ability to in an 
early stage of the prioritization process stabilize a requirement’s priority 
nearby the final value. In the graphs, this is obvious by the smoother 
lines in Focal Point’s graphs and a more fluctuating evolvement by 
Rainbowie. The reason for this weakness in Rainbowie is probably a 
consequence of the modification of the IPC algorithm and will be 
further described in the next section. As a result of this, Rainbowie will 
in most cases need more comparisons done by the user than Focal Point 
to generate a result with the same accuracy. To examine the size of this 
difference in needed comparisons, a study larger than possible for the 
scope of time in this thesis must be done and is therefore left out for 
possible future research. 
 

7.3.2 Effects of the modification of the IPC algorithm 
The major modification of the IPC algorithm is the excluded 
functionality for selecting the comparison with the most potential 
information to add as the next comparison. The effect of the exclusion 
of this part, which is presumed to be implemented in Focal Point, is 
obvious through the bigger fluctuations throughout the prioritization in 
the values assigned by Rainbowie. When values are stabilized in an 
early stage of the prioritization in Focal Point, many more comparisons 
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are needed in Rainbowie before a similar behaviour can be observed. In 
the second part of the comparison between the tools, where the order of 
19 comparisons decided by Focal Point is used, a more comparable 
progress of the assigned values is logically shown. The values 
calculated by Focal Point seem to stabilize earlier and have a less 
fluctuating development towards the final values. It must though be 
pointed out that this evaluation is by far comprehensive enough to draw 
any definitive conclusions and should rather be seen as an instrument 
for identifying possible sources of inaccuracy. The lack of functionality 
for setting up the most efficient order of the list of comparisons in the 
modified IPC algorithm must however be considered as such a source. 
 

7.3.3 Accepted inaccuracy in industrial applications  
To try to get an estimation of the relative extent of the inaccuracy found 
in the IPC algorithm implemented in Rainbowie, a final examination 
with Focal Point was done. This examination was in fact a comparison 
between Focal Point and itself. The intention of this experiment was to 
examine if there is an accepted degree of inaccuracy in a tool used in 
industry today. The results from this test show an obvious difference in 
the results from the two prioritizations with an average divergence of 
0,53 respectively 0,92 percentage points. The internal order of the 
prioritized requirements also differs between the two experiments and 
the requirements internal ranking is only sustained in eight out of 20 
cases. These observations are by no means intended to evaluate the 
Focal Point tool, instead is their purpose to examine to accuracy of the 
pair-wise comparison method in general. The conclusions drawn from 
this part of the evaluation is that there is always an element of 
inaccuracy when an incomplete form of the pair-wise comparison 
method is used. This inaccuracy must be taken into mind when doing an 
incomplete pair-wise comparison, especially when Rainbowie is used 
since the implemented IPC algorithm is simplified. The values 
calculated by Rainbowie when an incomplete pair-wise comparison has 
been made shall not be considered as any truly accurate values. The 
interpretation of these shall rather be of a guiding nature.  
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8 Discussion 
 
In this section we discuss our general reflections over the project. Since 
this is the first tool in its area, developed over only 20 weeks, it is fair to 
assume that the tool will continue to being developed together with the 
PARSEQ method itself. Because of this, a range of improvement 
suggestions is also presented to reflect our opinions of where to focus 
future development. 
 

8.1 General reflections over the project 
Some parts of the project have been more complex, and needed more 
time, to implement than other parts. Especially complex was the theory 
and implementation involving AHP and in particular the IPC algorithm. 
The development of the graphical user interface for the PG method, also 
belong to the more time-consuming areas of the project. Other parts, 
such as the implementation of the $100-technique, have in comparison 
been quite simple and also much less time-consuming. 
 

8.2 Suggestions from the user evaluation 
Here the suggestions gotten from the user evaluation is described in 
more detail together with a discussion of what they would do for the 
program. 
 
Importing old priorities 
The program currently only has support for importing and handling 
release numbers. 
 Support for importing and handling earlier priorities means that it 
instead of comparing the new priorities to which release the 
requirements were implemented in, it would be possible to directly 
compare the old priorities to the new ones. 
 
Undo functionality 
Throughout the entire program there are several areas that would benefit 
from an extensive undo support. 
 The main reason for good undo support is to achieve a higher 
usability via more forgiving interaction. 
 
Change priorities 
Make it possible to change and adjust priorities in an easy way later in 
the process. If it, for example, in the graph-window is discovered that a 
requirement has mistakenly been given a wrong priority. 
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 Then, it would save a lot of time if it were possible to correct that 
mistake, without having to redo the entire prioritization step from 
scratch. 
 
Merge, group and split cards 
The ability to merge, group and split cards in the PG would help if it, 
during the prioritization, is discovered that requirements are poorly 
formulated or have strong relations to each other. 
 
Drag cards between piles 
In the planning game, it would be easier and faster to move cards 
between piles if it is possible to directly drag a card from one pile to 
another, without having to put the card on the desk first. 
 
Sliders in $100-window 
A slider in $100-window that can be used to assign the $. When one 
slider is pulled up, the other sliders should be lowered, to always keep 
the total amount of used $ to $100. Also, implement functionality to 
lock desired sliders, so that they will not be changed when another is 
pulled. 
 This would mean that the user do not have to think about how many 
$ that are left to be used. 
 
Improvement suggestion and root-cause mapping 
In the root-cause matrix, there currently is only one improvement 
suggestion column for each root-cause. 
 The possibility to map several improvements suggestions to one 
root-cause might make the program more flexible. 
 
Graph-window and root-cause matrix mapping 
Visualize in the graph window which requirements that have been added 
to the root-cause matrix. 
 This is another usability improvement, which would help the user to 
keep track of which requirements that have already been added to the 
root-cause matrix. 
 
Different layout of support lines in the planning game graph 
In one view mode in the planning game graph, the area is divided in 
three equally large areas corresponding to the boxes during 
reprioritization. This means in practice that the distance between the 
graph points within each square is dependent on the number of points in 
that square. This should be changed to have the lines drawn with one 
third of the requirements in each square, in other words the lines shall 
no longer correspond to the boxes in the reprioritization.  
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 This change should be made because the scale used in planning 
game is just ordinal and a difference in distances between the points can 
mislead the user to believe that the scale is non-ordinal. 
 

8.3 Suggestions from the Focal Point comparison 
According to the analysis in section 7.3, the implemented IPC algorithm 
is one section that could gain improvement by future development. The 
algorithm needs to be improved if Rainbowie’s ability to perform an 
incomplete pair-wise comparison shall be comparable with industrial 
tools in the area, as for example Focal Point. If the algorithm were 
expanded with functionality to calculate the optimal next comparison to 
make according to the IPC theory in section 3.5.3, the results given by 
Rainbowie would most likely be more similar to Focal Point’s results.  
 Another suggestion of improvement of the implemented IPC 
algorithm is to add a stopping rule that also is described theoretically in 
section 3.5.3. As the algorithm is implemented today, the decision of 
stopping the prioritization and continuing to the next step in the process 
is entirely left to the user and no aid is given by the tool. This fact 
assumes that the user has a considerable knowledge about the 
prioritization method itself and the possible sources of inaccuracy 
present to take such a decision. To avoid this demand on the user and 
create a tool less dependant on user expertise, some sort of stopping rule 
needs to be implemented. 
 To summarize the improvement suggestions for the PWC part of the 
program, this section has significant enhancements to gain from future 
development. Besides from more usability oriented improvement 
suggestions listed above, this area should probably be kept in focus if 
future development of the program would take place. A complete IPC 
algorithm should probably be the main objective of such a development. 
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9 Conclusions 
 
This Master Thesis has given two main results. 
 First of all a software tool has been created that supports all four 
steps of the PARSEQ method. The functionality of the software has 
been evaluated and tested by the probable future users. The evaluation 
showed that the work put into this thesis has proven to give good results 
and a well functioning software prototype. The resulting software is 
likely going to be used in future research and the software itself will 
also probably be developed even further. 
 Secondly, we have gained knowledge and gotten more familiar with 
retrospective analysis in general and the PARSEQ method in particular. 
The knowledge gained concerning retrospective analysis has opened our 
eyes for an interesting area within the requirements engineering niche. 
 Further, the thesis has given us more experience and insight into the 
areas of software- and requirements engineering. During the work of 
this thesis, we have been given the opportunity to apply the theoretical 
knowledge obtained during our education in the largest real life project 
we have been a part of so far.  
 Through the experience we have gotten in software development in 
this thesis, there are a number of things that we would do differently if a 
similar, larger scale, project was to be done: We would have tried to 
have a more structured and formal requirements engineering process, 
since this is a key area of a successful project. Also, a tool for 
configuration management would be necessary. We felt that the way we 
handled the configuration management in this project was sufficient, 
however on the edge of growing too large to continue without a tool. 
Finally, another area that would help save some time and improve the 
development process is some kind of testing procedures. This could for 
instance be something like a structured test first policy or automated 
testing. 
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12 Appendix 
 

Appendix A – Technical terms and abbreviations  
 
AHP The Analytic Hierarchy Process, designed by T.L. 

Saaty [8], is a model that includes pair-wise 
comparisons and is used to aid decision-making. 

CI Consistency Index is an indicator of the accuracy of 
pair-wise comparisons. 

CR Consistency Ratio defines the accuracy of pair-wise 
comparisons. It is the ratio between the consistency 
index and the random indices. 

CVS Concurrent Versions System is a free and well-spread 
versions control system. 

CVSNT Is just like CVS a free and well-spread versions control 
system but with many more features. 

GUI Graphical User Interface  

IPC Incomplete Pair-wise Comparisons is a method 
developed by Harker [7] to reduce the number of 
necessary comparisons in the normal pair-wise 
comparisons method. 

J2SE Java 2 Platform, Standard Edition. A Java development 
environment from Sun Microsystems. 

KJ session A method for collecting and structuring data developed 
by and named after the Japanese ethnologist Jiro 
Kawakita. 

KKxxxx Quality Requirement number xxxx (KvalitetsKrav). 
Refers to the requirements in the requirements 
specification. 

UKxxxx Development Requirement number xxxx 
(UtvecklingsKrav). Refers to the requirements in the 
requirements specification. 

PARSEQ Post-release Analysis of Requirements SElection 
Quality. 

PG Planning Game, the prioritization technique discussed 
in section 3.5.1. 

PKxxxx Product Requirement number xxxx (ProduktKrav). 
Refers to the requirements specification. 
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PWC Pair-Wise Comparisons, the prioritization technique 

discussed in section 3.5.2. 

RI Random Indices, the consistency indices of randomly 
generated reciprocal matrices. 

SDK Software Development Kit. 

SQL Structured Query Language is a standard interactive 
and programming language for getting information 
from and updating a database. 

WIMP Windows, Icons, Mouse and Pull-down menus, 
abbreviation used in interaction design.  

WINCVS A graphical user interface for CVS.  

XP eXtreme Programming, is the software development 
technique discussed in section 5.1. 

$100-test The prioritization technique described in section 3.5.5. 
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Appendix B – Detailed software architecture 
 
This appendix will present a detailed description of the Rainbowie 
systems internal software architecture concerning packages, classes and 
relations. Each package will be presented with a class diagram in UML 
[23] notation and a description of the internal class structure and 
functionality. For visibility reasons, the class diagrams are not displayed 
to their full extent. The intention of presenting these diagrams is to 
explain the internal package structure rather than to illustrate a complete 
class description. Related classes in other packages than the currently 
described are presented with compressed class symbols. 
 

The rainbowie package 
In the rainbowie package, classes considered to be universal and 
frequently used throughout the program are located. These classes are 
three in total and are structured as follows. 
 

 
 

 
 83



Development and Evaluation of Tool Support for  
Retrospective Analysis in Requirements Engineering 
 
Rainbowie.java 
This is the main class in the system. The main method of the program 
can be found in this class together with the essential lists containing 
imported and reprioritized requirements. When other parts of the system 
have completed their tasks, as for example the requirements 
reprioritization, the affected list in this class is directly updated. 
 In addition, the main window of the program is initialized from an 
instance of this class. The class is also responsible for showing the help 
dialog when the user opens it from any of the windows in the program.  
 
Requirement.java 
A requirement in the program is represented by an instance of this class. 
The class is mainly a holder of the attributes for the represented 
requirement, such as the requirement number, requirement description 
and release number. The class also holds attributes for the assigned 
priorities for the requirement. Corresponding to these attributes, the 
class also holds a range of get and set methods and a method to create a 
copy of the requirement. 
 
RequirementList.java 
All requirements in the program are collected in requirement lists. These 
lists are represented by an instance of this class. If the list has been 
reprioritized, the class stores information of the prioritization technique 
and criteria used. 
 Together with the functionality mentioned, this class also contains 
algorithms needed to create lists sorted by specified parameters. 
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The importer package 
Since the program at this moment is capable of importing requirements 
from Excel only, this package contains just one class. 
 

 
 
ExcelImporter.java 
This class contains functionality to access an Excel spreadsheet. All 
interaction with Excel files is done by dynamically linking to the open 
source JExcel API written by Andy Khan [31]. The information 
collected in the spreadsheet is transferred to the graphical user interface 
to make the requirements selection possible. When the user has selected 
the desired requirements, an import is done and the requirement list in 
the Rainbowie object is updated. 
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The prioritizer package 
All needed calculations and data storage during the reprioritization 
phase of the PARSEQ process is made in classes in the prioritizer 
package. Each prioritization technique has a corresponding class in the 
package for the specific functionality needed. These classes do their 
calculations and store results in requirements and requirement lists 
distributed to them. 
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PlanningGame.java 
The class corresponding to the Planning Game technique has the main 
task to keep track of the cards on the desk and in the piles. Each 
requirement in the reprioritization corresponds to an instance of the 
internal Card class. In the PlanningGame class, a linked list of cards to 
be found on the desk is placed. The three piles located on the desk are 
represented by three instances of the internal class Pile that also holds a 
linked list of the cards located in that pile. Each card is then stored in 
exactly one linked list depending on whether it is in a pile or on the 
desk. 
 Other functionality of importance located in this class concerns 
handling of cards in the window. These methods are for instance 
responsible for creating the cards and randomly placing them on the 
desk, detecting whether a card is selected or not by a mouse click in a 
specified position and handling movement of cards when the user is 
dragging it with the mouse. 
 In the internal Card class, a reference to the corresponding 
requirement is found together with information about the cards’ position 
and how is shall be drawn. 
 In the Pile class, as mentioned above a linked list containing the 
cards in the pile is located. Together with this functionality for detecting 
if a dragged card can be dropped in the pile, if the pile can be selected 
by a mouse click and drawing instructions can be found. 
 Since the prioritization values in the Requirement objects are stored 
as double values, the prioritization order is coded in a special way to 
handle belongings to different piles. Therefore the stored double value is 
divided into two parts: The integer part of the value represents the 
requirements ordinal ranking in the pile, starting by 0 for the first 
position. The decimal part decides which pile the card is placed in, 0 for 
“High”, 1 for “Medium” and 2 for “Low”. To illustrate; the card placed 
first in the “High” pile will be assigned the priority value 0.0 and the 
third card in the “Medium” pile will be given the value 2.1.  
 
DollarTechnique.java 
The class used for prioritizing with the $100-test has four main 
parameters to keep track of. 
 

1. The number of dollars used in total during reprioritization. If 
more than one user do the prioritization, this value must be 
stored. 

2. The number of dollars used so far by the user for the current 
prioritization criteria. 

3. The number of dollars assigned to the first priority criteria for 
each requirement. 
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4. The number of dollars assigned to the second priority criteria for 
each requirement. 

 
Additionally, the class hold functionality for calculating and for each 
requirement storing the final priority values when the reprioritization 
phase is done.  
 
Pairwise.java  
In the class for pairwise comparisons the internal structure formed in 
three main parts. All general functionality is located in the Parwise class 
itself. This type of functionality handles for example setting and getting 
values parameters and priority values. Also functionality for setting up 
the reprioritization and forward and backward iterating through the 
comparisons can be found here. 
 An internal class called ComparisonList keeps track of all possible 
pairwise comparisons in the requirement set. Each pairwise comparison 
is represented by an Object array referred to as a row in a linked list 
located in the internal class. The row elements are in the following 
format: 
 
1. The first requirements’ position in the original requirement list 

2. The first requirements’ description 

3. The second requirements’ position in the original requirement list 

4. The second requirements’ description 

5. The assigned priority value for the current comparison 
 

The assigned value is in the format of the relative importance of the first 
requirement compared to the second requirement, i.e. if the first 
requirement is of higher significance than the second; the assigned value 
is greater than one. For details of pair-wise comparison, see section 
3.5.2. 
 When the comparison list is set up, a semi-random algorithm in the 
Pairwise class is used. A fully random algorithm can not be used since 
the use of incomplete pair-wise comparisons sets restrictions for the n 
first comparisons, where n = the number of requirements in the 
reprioritization. See section 3.5.3 for details on incomplete pair-wise 
comparisons. The algorithm therefore works as follows: 
 

1. A copy of the requirement list is created, the copy is hereafter 
referenced to as the list. 

2. A first requirement is randomly chosen within the list and then 
removed from it. 
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3. A second requirement is randomly chosen and removed from the 
list. 

4. A comparison is set up in the ComparisonList between the two 
requirements. 

5. The requirement previously considered as second is set as first 
requirement and a jump to step 3 is done if the list still contains 
any requirements. 

6. When the list is empty, a final comparison is set up between the 
last and the very first requirement removed from the list. 

7. When all n comparisons have been set up, the next step in the 
algorithm starts. 

8. A set of all remaining comparisons is created and randomly 
inserted into the ComparisonList after the initial n comparisons. 
All comparison pairs are also internally switched by a 
probability of 50%, i.e. the first requirement becomes the second 
and vice versa,. This is done to prevent the user from being 
influenced by for example one requirement always appearing on 
the left hand side in the comparison window.  

 
The comparison list is then ready to be iterated during the progress of 
the users’ reprioritization work. For each prioritization criteria, a new 
setup procedure is done. 
 The other internal class defines the graph used in the calculations of 
the incomplete pair-wise comparison method. In this graph another 
internal class, called Node, represents every requirement. Comparisons 
between two requirements, arcs between nodes in the graph, are defined 
by instances of the Arc class. Together, the nodes and the arcs define the 
graph used to calculate a geometric mean of all possible, or a randomly 
chosen set of all possible, paths from one requirement to another. This 
geometric mean is then used as an approximation of the direct 
comparison between the two requirements. The geometric mean of a set 
of n numbers is defined as follows [7]:  
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If the number n is unknown until the very end of the calculation, i.e. the 
total number of possible paths is never known until all possibilities have 
been examined, the product within the parenthesis might grow 
enormously and cause an memory overflow problem if ordinary 
multiplication is used. Because of this problem, another internal class 
called PathValue is created to handle this calculation. 
 The graph has the ability to calculate the geometric mean of paths in 
two ways. The first way to solve the problem is to choose to examine all 
possible paths in the graph between two nodes by a depth-first 
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algorithm. Since the number of paths grows exponentially when arcs are 
added, see section 3.5.3, this method is preferably used when few 
comparisons have been completed. The other way the graph can 
calculate the geometric mean is to use a randomly chosen set of paths. 
The algorithm to find a random path between a specified start and end 
node works as follows: 
 

1. Set the specified start node as the current node and mark the 
node as visited. 

2. Among all outgoing arcs to unvisited nodes from the current 
node, randomly select one.  

3. Set the node at the end of the selected as the current node and 
mark the new node as visited.  

4. If the new node is the specified end node, exit the algorithm and 
add the path to the set of randomly chosen paths, if not jump 
back to step 2. If the current node has no outgoing arcs to 
unvisited nodes, a dead end is reached and the algorithm starts 
over at step 1 again. 

 
In both approaches to find a set of paths, recursive algorithms are used 
for graph traversing. The threshold values used for deciding when to 
switch to random mode and how many random paths to use are stored as 
modifiable parameters in the Pairwise class. 
 After each comparison made by the user, the priority values and 
consistency ratio are calculated by using the theory behind AHP, see 
section 3.5.4. To make this possible, a couple of matrix calculation 
methods are implemented. 
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The analyzer package 
When the requirements are reprioritized, the assigned priority values 
shall be translated to positions in the graph used in the root-cause 
analysis. For each prioritization method this translation is done in a 
distinctive way. Each class responsible for the translation of requirement 
priorities due to a corresponding prioritization method is a subclass of 
the Analyzer class. 
 

 
 
GraphPoint.java 
The physical representation of a requirement in the graph used in the 
root-cause analysis is an instance of the GraphPoint class. This class 
holds information of the points’ position, a reference to the matching 
requirement, whether or not the point is highlighted and information of 
how to draw the icon. The GraphPoint also contains a method called to 
relocate the point when the axes in the graph have been inverted. 
Another method in this class is responsible to detect if a point in the 
graph is selected by a mouse click in a specified position. 
 
Analyzer.java 
In the superclass of all analyzer classes, general methods used for 
priority value translations can be found. These methods are mainly 
responsible for: 
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1. Finding the largest assigned priority value. This value is then 
used to adjust the scales on the axes to ensure that the whole 
graph area is used. 

2. Finding the number of present release numbers and assigning 
each a unique index number. This is done to make each release 
be drawn with a specific icon. 

3. Creation and positioning all GraphPoint objects needed. By 
default, GraphPoint objects are positioned by doing a straight 
transformation of the assigned priority value to a corresponding 
position in the graph, e.g. considering the assigned values as a 
numerical value of their significance due to the currently used 
prioritization criteria. If another use of the assigned priority 
values shall be done, this part of the class must be overridden by 
the subclass. 

4. Drawing the support lines shown in the graph. The default way 
to represent these is to draw two upward sloping lines, y = 2x 
and y = 0.5x, starting in origin. The lines can also be adjusted to 
instead divide the set of points in the graph in three equal groups 
by making the lines more or less steep. The look of these lines 
can differ in various ways between the prioritization methods 
and therefore is also this part sometimes overridden by a 
subclass. 

 
Besides this functionality, methods for detecting selection of one or 
more points in the graph by mouse clicks can be found in this class. 
 
PlanningGameAnalyzer.java 
The result from a reprioritization made by the Planning game technique 
differs particularly in two ways from the case where a default 
GraphPoint translation in Analyzer can be used. First, the special coding 
of the priority values, described in the PlanningGame.java section, must 
be taken care of. The second major difference is that the graph’s support 
lines in this case represent the three piles used during reprioritization in 
two dimensions, one for each criteria. The relation between the piles and 
the graph points positions can be generated in two ways. Either the 
piles, illustrated by the graphs’ support lines, are equally wide and high, 
meaning that the distances between graph points is relative to the 
number of requirements in each pile. The other way to generate graph 
points and support lines is to place the graph points with equal distances 
and instead adjust the widths and heights of the piles. 
 Because of this prioritization technique specific behaviour, both the 
method for creating graph points and the methods for drawing support 
lines in Analyzer are overridden by this class. 
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PairwiseAnalyzer.java 
When graph points are generated after a pairwise comparison 
reprioritization, the default method in Analyzer is used. The only 
technique specific functionality in this class is instead the creation of 
labels for the axes. The highest assigned priority value found is 
translated to a value in percentage notation and written out at the end of 
both axes. In all other calculations, the default methods in Analyzer are 
used. 
 
DollarTechniqueAnalyzer.java 
This method is identical with PairwiseAnalyzer in its functionality 
except that the label created is written as a $ value instead of a 
percentage value. 
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The gui and gui.prio packages 
The classes responsible for all windows and their direct interaction with 
the user are divided into two packages. Windows involved in the 
requirements reprioritization phase are found in a package called prio, 
located as a sub package to the gui package. In the gui package, all 
windows not related to reprioritization activities are located.
 Common for all window classes in the program is that they are 
subclasses of the class JFrame in the package javax.swing. 
 In this section, all classes in the gui package will be described first 
followed by the ones in the gui.prio package. 
 

 
 
MainWindow.java 
The first window the user meets is the main window of the program. In 
this window two tables, a menu bar and a set of buttons is located. Via 
the buttons or the menu bar, the user can initialize the next step in the 
PARSEQ process and via the tables the progress can be tracked. The 
updating of the tables throughout the process is done from the programs 
Rainbowie object. The action taken from the user is in this class, as well 
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as all other window classes, is registered and handled by internal classes 
implementing the ActionListener and MouseListener interfaces. 
 
ImportWindow.java 
During the import step of the process, a listing of the so far chosen 
requirements is displayed in a table in this window. The last column of 
this table is directly editable while editing of any of the other two 
demands an instance of a special edit window. The EditWindow class is 
an internal class of the ImportWindow and is visualised when the user 
either double-clicks on a desired row in the table or presses a specified 
button. To create a faster but more complex way of editing requirement 
rows for advanced users, a class implementing the KeyListener interface 
is created to allow keyboard shortcuts. When the user is satisfied with 
the set of requirements to import, a press on the accept button will 
update the table of imported requirements in the main window via the 
Rainbowie object and the import window will be closed.  
 
ExcelImporterWindow.java 
When the user selects to import requirements from an Excel 
spreadsheet, an instance of this class is created and displayed on the 
screen. In this window a table corresponding to the selected spreadsheet 
is displayed. The class is responsible for taking care of user interaction 
made for selecting which cells to import requirement numbers, 
requirement descriptions and release numbers from. This information is 
then passed on to the ExcelImporter class, described above, which 
imports the selected requirements to the program. 
 
ChoosePriowindow.java 
When the reprioritization phase of the process is about to start, the user 
must select which prioritization method to use and which criteria to 
prioritize after. These actions are taken in the ChoosePrioWindow. The 
window consists mainly of three method buttons, one for each 
prioritization technique, and five checkboxes for the criteria, three pre-
defined and two own definition possibilities. When the user has selected 
one technique and two criteria a press on the Ok button will open the 
appropriate prioritization window with the selected criteria. The main 
responsibility of this window is to register the choices made by the user 
and then pass them on to the Rainbowie object. 
 
GraphWindow.java 
The graph windows main task is to display the graph points representing 
the reprioritized requirements in a plot on the screen. The graph can be 
redrawn in several ways depending on a variety of parameters set by the 
user. These parameters can for example be different kinds of support 
lines as mentioned above, graph points with or without the requirement 
description and with the axes of the graph inverted. All drawing of 
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graph points and support lines is made on the graphics of the internal 
class GraphCanvas.  
 The window class can also detect user interaction taken to select 
requirements for further analysis in the root cause matrix. Instantly 
when a GraphWindow object is created, a corresponding 
ImprovementsWindow, holding the root cause matrix, is instantiated. A 
double click on a graph point, or a press on the Analyze button when a 
graph point is selected, will add the corresponding requirement to the 
root cause matrix by direct interaction between the classes. Other user 
interaction that is detected by the class is if the user drags the mouse on 
the graph to create a dependency line. 
 In addition to the functionality mentioned above, the class can also 
save the graph image as a png file with a name and at a location selected 
by the user. 
 
ImprovementsWindow.java 
The root-cause matrix used for root cause analysis and improvements 
elicitation can be found in the class ImprovementsWindow. As 
mentioned above, this window is opened from an instance of the 
GraphWindow class. The root-cause matrix is in fact two linked tables, 
one for the root-causes and the improvements and one for the 
requirements. Functionality for adding and removing rows and columns 
is implemented to support working with the root-cause matrix. The 
information entered in the cells of the tables can be exported to an Excel 
spreadsheet via the ExcelWriter class in the util package.  
 Since this is the last step in the PARSEQ process, information is not 
distributed anywhere else except for the Excel export possibility. 
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PrioWindowStarter.java 
When the user has selected a prioritization technique and two criteria, an 
instance of this class is responsible for starting the right window. This is 
the only functionality found in this class. The only reason of this class’ 
existence is to make a future program extension of additional 
prioritization techniques easier. 
 
PlanningGameWindow.java 
During a planning game reprioritization, an instance of the 
PlanningGame class is responsible for displaying the desk with the cards 
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on the screen. Functionality for dragging and dropping one or several 
cards with the mouse is implemented to make the prioritization possible.  
 The class have three internal classes of significant interest. First a 
class called DrawCanvas that is responsible for all drawing during the 
reprioritization. The second defines the window that represents an 
opened pile. This window is used for internal sorting in one pile and is 
therefore called PileWindow. Finally, a minor window used for letting 
the user see the complete ordinal prioritized list of requirements before 
the reprioritization can be accepted is located as an internal class. This 
internal class, called ConfirmWindow, is also responsible for staring a 
DollarWindow if a combined planning game - $100-test reprioritization 
shall be done. This type of reprioritization is described more in detail in 
section 6.1.1. 
 
PairwiseWindow.java 
The window used for reprioritization with the pairwise comparison 
technique is mainly responsible for forwarding the user input to the 
Pairwise class where all calculations are done. 
 To handle parameter settings by the user, an internal class called 
PreferencesWindow is implemented.  
 
DollarWindow.java 
The functionality of the DollarWindow class is similar to the 
PairwiseWindow; the main task is to pass information to the 
corresponding class in the prioritizer package. In this case, the 
information is sent to the DollarTechnique class. 
 Besides the functionality mentioned, this class is also responsible for 
displaying and handling the table with a single editable column used for 
dollar value assignments. 
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The util package 
In the util package, utility classes used throughout the program are 
placed. 
 

 
 
Util.java 
The Util class is a collection of utility methods used by window classes 
primarily. These methods handle layout issues needed to create a 
consistent look for all windows in the program. The methods set for 
example font sizes, fixed sizes for window component and locations of 
windows.  
 A method for dividing a long text string into a specified number of 
rows with a desired number of letters on each row is also located in this 
class. 
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ExcelWriter.java 
When the result from the root cause matrix, together with or without the 
graph image, shall be exported to an Excel spreadsheet this class is used. 
This class uses, in analogy with the requirement importing from Excel 
with the ExcelImporter, the JExcelApi library.  
 
Filter.java 
Since the program only can handle Excel files for importing and 
exporting, files with an xls extension, and png files for image saving, a 
file filter must be used. This class filters the contents of a directory to 
only display the selected file-types in open- and save-file dialogs. 
 
HelpDialog.java 
When the user of the program needs to consult the help files, the 
HelpDialog class is responsible for displaying the help window with the 
desired help file. The HelpDialog has an internal class called 
HelpWindow that represents the window where the help text is 
displayed. Help files are stored as html files and therefore functionality 
for reading and displaying these kinds of files is also implemented in 
this class. 
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Appendix C – Requirements specification 
In this appendix we list the latest requirements specification as received 
by the customer. Note: The entire specification is in Swedish. 
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Appendix D – User guide 
In addition to this report a user guide for Rainbowie was written. 
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