


Training a Large Language Model



      Further Pre-training Fine-tuning



Dataset
● 25 PDFs -- all scientific heart transplant articles

● Parsing and cleanup of irrelevant information → ~25k rows for tokenization

● Small amount of data in this context



Tools
- Lightweight and Optimized Framework

- GPU Cluster

- Setup initial pipeline



Method
● Llama-3.1-8B

● LoRA, Low Rank-Adaptation

● Quantization, reduces precision of weights



Example



Perplexity

Confident about next token -> low perplexity

Uncertain about next token -> high perplexity



Perplexity



Results



With quantization



Without quantization



Conclusions

● Highly possible to make a difference - model has improved

● More data -> better results

● If possible - keep quantization to a minimum




