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Background - Parkinson’s Disease LUND

Symptoms

e Tremor
e Slowed movement (Bradykinesia)
e Rigid Muscles

e Impaired posture and balance

Core Pathology

e aloss of cells in the brain which produce the neurotransmitter dopamine
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e aloss of cells in the brain which produce the neurotransmitter dopamine

e Impaired posture and balance
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Core Pathology
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Main Purpose of Al Guided Analysis

Manual Scoring - Cons

e Time-consuming and Exhausting

UNIVERSITY

e Error-prone
e Lack of concentration

e Expertise Requirements

Al Guided - Pros

e Fully Automatic

e Higher Accuracy

e Results Visualization
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. . Core Processor >
Project Overview J LUND
Cameras UNIVERSITY
Core Processor & Cameras: _ Experiment Platform
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 NVIDIA Jetson AGX Orin Developer Kit

* NileCAM25 -1920x1200 60/120fps :

Y

Platform:

e 6 cameras from the top, bottom, and
four square corners

e Frames - Vertical 1.5m / Horizontal
1.0m

e With the experimental observation
platform



https://www.amazon.com/NVIDIA-Jetson-AGX-Orin-Developer/dp/B09WGRQP4B

Datasets - Captured Videos from Multi-angles LUGND
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Tools - DeepLabCut DeepLabCut: LuND

a software package for UNIVERSITY
77 animal pose estimation

4

o An efficient method for 2D/3D markerless pose estimation based on deep neural networks
e With the pre-trained models, based on the IMAGENET dataset.
e Capable of making predictions for each frame
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Modeling - Cylinder Test LuﬁD

UNIVERSITY

Frame Extraction nEEE
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Modeling - Cylinder Test

layer name | output size 18-layer 34-layer 50-layer 101-layer
convl 112112 Tx7, 64, stride 2
3x3 max pool, stridgq2
. . . . [ 1x1,64 ] [ 1x1,64 [ 1x1,64 ]
- E 5 . ] *
Training and Building the Skeleton™* | * | [ 336 e [336 o] | »ae [ ||| pais o | | sae |
st S | 1x1,256 | | 1x1,256 | | 1x1,256 |
- - - - [ 1x1,128 7 [ 1x1,128 [ 1x1, 128 7
convdx | 28x28 || 222128 |ia || 2%3-128 | Q| | 3x3, 128 | x4 3x3, 128 | x4 3x3,128 | x8
3x3, 128 3% 3, 128
o o - . - . _I><l,512_ _l><|,512_ _I><l,512_
e 10 rats, 4 videos, 5 mins, 30 frames : — T 56 T TF 1 256 EL R
conv4_x 14x14 33,256 X2 3%3,256 x 3x3,256 | x6 Ix3. 256 || %23 3x3,256 | x36
o o | 3X5,230 | | 35200 | 1x1, 1024 1x1, 1024 1x1, 1024
e Create training dataset - 0.95 Shlabi Rt B Shlobidaccall >
" 3%3.512 ] T— 1x1,512 1x1,512 1x1,512
convS_x Tx7 -%x;:jIZ 2 -'ix;SI2 ><1 33,312 | %3 I3%3,3lT | X3 2 I12 %3
° Based on ResNet - - - - | 1x1,2048 | 1x1, 2048 1x1, 2048
1 %1 Lilerage pool, 1000-d fc, spftmax
FLOPs 1.8x107 3.6x10° | 3.8x107 7.6x10° 11.3x10”
e Evaluate models I
Model Train Loss Time
Acc.
e Connect specific key points as a skeleton SE e o MG S
P yp ResNet34  0.8651  1.5983  4800s
I ResNet50 0.8662 4.3967 5580s I

ResNetl101 0.8594 8.4274 6112s

ResNet152 0.8798 11.943 0248s PAGE 11




Modeling - Cylinder Test

Visualization

Keypoints tracking results
Analysis the video

Create output videos - with skeleton
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Results - Visualised Videos with Skeleton L(D
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Here is one of the four output videos we got, it is clear that there is a well performance of the key

body part detections and skeleton tracking results.
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Post-Processing [UN
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e Counts

Determining what counts as a touch of the mouse's forelimb against the wall of a cylinder.

Counting how many times the rat is using its forelimbs to touched in a video over a given period of time

Pixel Normalization

Determine distance-to-target
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Post-Processing
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Considerations
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Thank you Andi! And thank you all!l @@
It's a wonderful and unforgettable time!



| hanks!

. LUND
Aﬂy @U@StlQﬂS(P UNIVERSITY

THANKS!




