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Working posture 
analysis



The problem





The problem
• Poor working posture in the office
• Only marginal overlap with prior academic work

- Multiple angles
- Wearables
- Setup procedures before each use

• Limited to common hardware 
• No suitable existing data available. 

- Collect new dataset from scratch.



Data collection



Data collection
• Live collection
• Video collection



Data structure
• To not mix subjects in splits
• Modular datasets



Image Augmentations
• First added Transforms.

- Helped with generalization
- Mitigating overfitting

• Cropping based on head.
- Centering the subject
- Reducing background



Models



Custom CNN
• Simple Architecture.
• Trained from scratch.
• Specialized to our task



Transfer learning
• Pre-trained and optimized
• Great at solving feature extraction
• Performance out of the box
• Evaluated on ImageNet

- Object detection task
• Working posture detection

- Aesthetic assessment
- Pose estimation



Transfer learning
• RegNet (_Y_3_2GF)

- Good performance at lower network scales
- Low amount of parameters and compute
- Reliable starting point

• MaxVit
- Recently added to Torchvision
- Also visual aesthetic assessment
- Only slight increase in Params from Regnet



Hyper-parameter 
tuning



Hyper-parameter tuning
• Starting point

- lr: 0.02, wd: 1e-4, epochs: 40
• First attempt:

- 15 Trials, 1 hour runtime
- lr: 0.001, wd:1e-5, epochs: 80

• Final attempt:
- 50 Trials, 8 hour runtime
- Parameter space:

- lr: 1e-5 to 1e-3
- wd 1e-10 to 1e-4
- epochs: [60,70,80,90,100]

- lr: 0.0005, wd: 1e-4, epochs: 70
Tuned by minimizing loss

Using HyperOpt on the MaxVit network



Evaluation



LOGO,  Cross-validation
• Stratified on Subjects

- Training one model per Subject
- Leaving that Subject out for testing

• Used to evaluate a generalized performance of the networks
- Looking at the performance on each subject
- Looking at the mean across all models



MCC: Matthew's correlation coefficient



Results



LOGO Cross-validation results
• CNN 

- Combined F1:  0.627
- Mean MCC: 0.250

• RegNet
- Combined F1: 0.57
- Mean MCC:  0.173

• MaxVit (Hyper-parameter tuned using HyperOpt)
- Combined F1: 0.633
- Mean MCC:  0.343

On all available data



MCC scores
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Cross-validation results
• CNN 

- Combined F1:  0.736
- Mean MCC: 0.604

• RegNet
- Combined F1: 0.665
- Mean MCC:  0.429

• MaxVit (Hyper-parameter tuned using HyperOpt)
- Combined F1: 0.667
- Mean MCC:  0.443

On select data
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Results over filtered dataset
• CNN 

- Final F1:  0.82
- Final MCC: 0.690

• RegNet
- Final F1:  0.78
- Final MCC:  0.577

• MaxVit (Hyper-parameter tuned using HyperOpt)
- Final F1:  0.86
- Final MCC:  0.728

On Train-Test split data (Evaluated on the 3 most confusing subjects)
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Conclusions



Conclusions
• Proof of concept indicated the task is learnable
• Adequate results with limited data and optimization
• Future work

- Gather more diverse data
- Fine-tune pre-trained model
- Compile into usable background application



Questions

https://docs.google.com/file/d/139hKKvditvcJw8NAIfdGmqtGjKRjDbZ_/preview



