
Time to transplantation
An AI approach to predicting time to transplantation in HT queues



The goal
● What?

○ Predict whether the patient will be in queue longer or less than median time
● Why?

○ Reduce patient stress
○ Planning capabilities 
○ Efficient resource allocation
○ Treatment plans
○ Basis for future work

● How?
○ Evaluate many binary classification architectures



Data
● UNOS database (collect and report on every U.S organ donor, 

transplant candidate, recipient and outcome)
● 320 variables (columns)
● 120 264 patients in HT queue whom ≈77 410 transplanted



Pre-processing
● Variable (column) selection

○ Only variables measurable when entering queue (320 → 38)
○ Remove empty columns or columns with no variance
○ 25 are categorical, 9 are numerical

● Filtering
○ Remove patients under 18 (120264 → 104 059)
○ Outliers: weight, height, creatinine, albumin, CO (-1772)
○ Only transplanted patients (103 992 patients → 66 839)

● Encoding
○ Blood groups, ethnicities, statuses etc.

● Normalize/scale
● = Median waitlist time of 88 days



Imputation
● Assigning values to missing values
● There are a lot of missing values: ≈529 527 / 2 212 278 (23.94%)



Imputation techniques

● SimpleImputer: “missing” in categorical columns, mean in numerical
● SimpleImputer v2: “missing” in categorical, missing indicator for numerical
● MissForest: imputes both categorical and numerical, no indicator
● KNN: imputes both categorical and numerical, no indicator
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Results pre-feature selection

Logistic 
Regression
F1 Score

AUROC Autokeras
F1 Score

Simpleimputer* 0.69805 0.76457 0.713234

Simpleimputer_v2 0.68921 0.76463

missForest 0.69418 0.7569

KNN 0.69538 0.75671



Feature selection
● 99 Features → 85 Features
● Recursive feature selection



Comparison pre/post feature selection

Logistic 
Regression
F1 Score

AUROC Autokeras
F1 Score

(pre) 
SimpleImputer

0.69805 0.76457 0.71323

(post) 
simpleImputer

0.69801 0.76454 0.69933



pyCaret - AutoML
● open source, low code, automated



pyCaret - AutoML



Conclusion
● We reached a F1 score of 70%
● We found important features for the prediction
● All classification models performed roughly the same
● The imputation method was of less importance as it resulted in 

same F1 score using logistic regression



Future work
● Replicate study

○ Validate results
○ Different feat selection algorithm

● Multi-classification study
● Predict days




