
Coreference Resolution   
for Biomedical Articles
Using SpanBERT for Coreference Resolution with the CRAFT 
Corpus



PROBLEM INTRODUCTION
● Massive amount of published biomedical articles

● COVID-19

● Coreference  & Coreference resolution

● Mentions

● Real-life Entities
Computers are useless. They can only give you answers.

- Pablo Picasso

1/12

All the world’s a stage, and all the men and women merely players. They have 
their exits and their entrances; And one man in his time plays many parts.

- William Shakespeare



SpanBERT
● BERT

● Google

● Spans & Tokens

● BERT and SpanBERT for Coreference Resolution
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DATA & 
FORMATS

Input for SpanBERT: JSON Lines

CRAFT converted to CoNLL

● CRAFT
● Knowtator2
● CoNLL
● OntoNotes
● Input/Output
● Jsonlines
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METHOD & STRATEGY
● Tokenization 

● Minimize

● Chunks

● Baseline

● Training

● Evaluation
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Workflow of the project



EVALUATION
● CoNLL-2012

● MUC, BCUB & CEAFE

● Built-in Scorer

● F1, Recall & Precision

● Baseline & Trained Model
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Evaluation F1 - Score (%) Precision (%) Recall (%)

Mentions 42 72 29

muc 33 57 23

bcub 11 19 8

ceafe 14 31 9

BASELINE - DEV
Average F1 (CoNLL): 19.40% Average F1 (py): 25.88% 
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BASELINE - TEST
Average F1 (CoNLL): 14.32% Average F1 (py): 23.56%

Evaluation F1 - Score (%) Precision (%) Recall (%)

Mentions 37 77 24

muc 26 54 17

bcub 4 10 2

ceafe 13 26 9
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Evaluation F1 - Score (%) Precision (%) Recall (%)

Mentions 66 71 62

muc 51 53 49

bcub 15 13 17

ceafe 16 30 11

TRAINED - DEV
Average F1 (CoNLL): 27.16% Average F1 (py): 52.71%
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Evaluation F1 - Score (%) Precision (%) Recall (%)

Mentions 62 71 55

muc 46 52 41

bcub 6 6 7

ceafe 14 23 10

TRAINED-TEST
Average F1 (CoNLL): 22.12% Average F1 (py): 50.11%
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CONCLUSIONS
● Trained model performs better than baseline

● Built in scorer & CoNLL-2012

● F1 increase of 7.8% & 26.55%

● Coreference Resolution is hard

● Compared to OntoNotes performance
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Scorer Baseline Trained

CoNLL 14.32% 22.12%

Built-in 23.56% 50.11%



DIFFICULTIES
● File format & structure

● Different annotations in same format

● Memory Problems 

● Hardware
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Memory usage for a prediction on the cluster



FUTURE WORK
● Training

● Hyperparameters

● SpanBERT Large
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Default Configuration for SpanBERT Base



THANKS!

Oskar Jönsson
os2947jo-s@student.lu.se

HAVE ANY QUESTIONS?

SPECIAL THANKS TO
Sonja Aits & others involved in the project.
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