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Abstract
This report will cover our work on the extension of the SimpliC language (a simple C-like language) and its compiler. We will describe SimpliC’s features and the extensions we have made to it. The compiler has been extended with support for LLVM code generation. LLVM code lets us use the different optimization tools that LLVM has. We will then compare the optimized LLVM code with the assembly code that our compiler generated before we started this project in terms of execution time. We will also describe how we implemented the extensions and the LLVM code generation, and the different problems that came along with it.

1. Introduction
The SimpliC language is a very simple C-like language that features variables, functions, conditional statements and loops. We will use this language to construct a compiler that produces both x86 assembly code and LLVM intermediate code. These two results will be compared in terms of performance to evaluate and discuss the compiler optimization. This work started with a SimpliC compiler with only an x86 assembly back-end. We will extend the SimpliC language with more types, such as floating point numbers and booleans, as well as nested functions. We will also add a LLVM back-end to our SimpliC compiler.

Since the SimpliC language is a language only used in LTH’s compiler and project courses, not much background research or work exists, except the similar projects to this from earlier years of this course. It is however (as the name suggests) a simple C-like language. The compiler is built using JastAdd (Ekman and Hedin 2007).

LLVM (low level virtual machine) is a low level platform independent compiler framework used to optimize code (Lattner and Adve 2004). The LLVM intermediate code representation contains both high and low-level information about the program such as type information and Control Flow Graphs. This information is vital to the various optimization steps LLVM goes through.

We will extend the SimpliC compiler with an LLVM intermediate code back end and see if performance can be improved compared to the x86 assembly back end by doing some performance tests. The results of our performance tests will then be evaluated.

2. SimpliC
The SimpliC language is a very simple C-like language that features variables, types, functions, arithmetics, conditional statements and loops. In this section we will describe these features in more detail and describe the extensions with nested functions and more types.

2.1 First version of SimpliC
The first version of our SimpliC language was basic and had support for integers, arithmetics, functions, variables, conditional statements and while-loops. Figure 1 shows an example program in SimpliC that calculates a fibonacci number.

2.1.1 Functions
Functions works as they do in C with support for parameters and obligatory return statements. Since the first version of SimpliC only supported the type int, all functions had int as both parameter and return types. Functions can be called and used in arithmetic expressions. The language has two built-in functions: print and read which could be used for printing to the standard output, or reading from standard input. Every program has to include a function labeled int main where program execution will begin.

2.1.2 Variables
Variables can only be declared inside functions, i.e., there are no global variables, and variables can only be of the type int in the first version.

2.1.3 Arithmetic operations
The arithmetic operations possible are addition, subtraction, multiplication, division and modulo. It is possible to use both integer literals and variables in the arithmetic operations. The arithmetic operations can also be chained, i.e., x + 1 + 1.

2.1.4 Comparative expressions
The comparative expressions that SimpliC supports are less than (<), greater than (>), less than or equal (≤), larger than
or equal(\(\geq\)), equal(\(=\)) and not equal(\(\neq\)). They could be used to compare integers with integers, variables with variables, or variables with integers in the first version. SimpliC does not support chaining of comparative expressions, i.e \(1 < 2 < 3\).

2.1.5 Conditional statements and loops
SimpliC supports if, if-else statements and while-loops. They use comparative expressions to evaluate if the condition is true or false.

```c
int fib(int n) {
    if (n < 2) {
        return 1;
    }
    return fib(n-1)+fib(n-2);
}
int main() {
    print(fib(40));
    return 0;
}
```

**Figure 1.** Fibonacci program in SimpliC

2.2 Extensions to SimpliC
We extended the SimpliC language in this project with nested functions and more types.

2.2.1 Nested functions
A nested functions is a function which is defined inside another function. A nested function is invisible outside of its enclosing function, but it can access everything “above” itself, i.e. everything that is declared in its enclosing function(s). In Figure 2 below you can see an example of how nested functions work. As in Figure 1 this program calculates the \(n^{th}\) fibonacci number, but it is implemented using a nested function unlike Figure 1. As one can see the fib function is now declared inside the main function. It would also be possible for the fib function to access variables that are declared inside the main function.

```c
int fib(int n) {
    if (n < 2) {
        return 1;
    }
    return fib(n-1)+fib(n-2);
}
int main() {
    print(fib(40));
    return 0;
}
```

**Figure 2.** Fibonacci program in SimpliC with nested function

2.2.2 More types
The types we added to SimpliC are float, boolean and void. Floats are numbers which has a decimal point. Our floating points in SimpliC works as they do in C and Java. In SimpliC they can be declared as follows, \(\text{float}\ f = 1.5\).

Like with integers, it is possible to compare floats with floats, but it is not possible to compare integers with floats. Floats can only be used with floats in arithmetic operations.

Booleans can be assigned true, false, or a comparative expression. For example boolean \(b = 1 \neq 2\). Booleans can be used as the condition for while-loops and if-statements.

The void type lets us declare functions with this type, which is useful since then it’s not obligatory for functions to return a value.

3. LLVM
LLVM (Lattner and Adve 2004) is a compiler framework with a source-language-independent code representation. Figure 3 shows some of the front and back ends of LLVM. In this project the x86 backend was used for testing and evaluation. LLVM can represent programs of an arbitrary language and be optimized in several ways using the LLVM optimizer (LLV 2016). LLVM does not make use of physical registers directly, but instead allows the user to use an infinite amount of virtual registers. All the virtual registers in LLVM are on single static assignment form (Cytron et al. 1991). This means that a register can only be declared a value once and can never be given a different value. If a different value is needed, a new virtual register must be declared. Static single assignment form makes it easy for the LLVM optimizer to optimize different programs, because it does not need to keep track of different versions of a variable, since they can only be declared once. Data can also be stored in memory. LLVM uses a load/store architecture to transfer values between memory and registers. Loading and storing is done in one line of code each, and must be done before the data can be used.
LLVM has types with predefined sizes to ensure platform-independence, it does however allow non-portable types to be expressed. There are only four derived types: arrays, pointers, structures and functions. Any other type in any other language is believed to be broken down into some combination of these components.

The LLVM instruction set consists of 31 operations. Some operations are overloaded and can take operands of different types, which has reduced the number of operations. For example, the add instruction can add integers or floating point numbers.

LLVM comes with a textual code representation (LLVM IR code) that can be read by humans and is what our compiler will produce.

Figure 3. How LLVM is used to optimize code (Lattner 2016)

```c
int add1(int a, int b) {
    return a+b;
}
```

```llvm
define i32 @add1(i32 %a, i32 %b) {
    entry:
    %tmp1 = add i32 %a, %b
    ret i32 %tmp1
}
```

Figure 4. Example of how a simple function looks like in LLVM

Figure 4 shows a simple function that adds two integers in SimpliC and the same function in LLVM IR code. The %tmp1 variable is a virtual register. The generated LLVM IR code is quite similar to the original SimpliC code. A basic block in LLVM can begin with a label, like the entry label in Figure 4 and must end with a terminator, like the ret instruction, which returns a value to the calling function. The keyword i32 is a 32 bit integer type.

4. Implementation

Our work started with extending the compiler with an LLVM intermediate code back end with the existing features of SimpliC. This included integers, arithmetic expressions, comparisons between integers, loops and (non-nested) functions. We then extended the language with nested functions and more types, and implemented the extensions both in the LLVM backend and the x86 backend.

4.1 Nested functions

We will now describe the implementation of the nested functions both in the LLVM backend and x86 backend.

4.1.1 LLVM

The first version of the LLVM implementation of nested functions was to simply put them in the function they were defined in as a "loop" that would be run once when we wanted to call the nested function by jumping to the function's label. If the nested function's basic block was encountered in the enclosing function (not called by the enclosing function, just encountered because it was defined there) it would just be skipped. We thought this solution would be easily readable and debuggable. However, this solution did not fully support recursion, and we quickly ran into the problem of a nested function allocating local variable. In Figure 5 the local variable a in the function f needs to be allocated 6 times, and each new allocation needs to be a new variable that does not interfere with the previous ones.

```c
int main() {
    f(5);
    return 0;
}
int f(int n) {
    int a = 0; // allocate a variable
    if (n == 0) {
        return 0;
    }
    f(n - 1);
    return 0;
}
```

Figure 5. A nested function that allocates a local variable

Local variables were allocated using the alloca instruction in LLVM which allocates memory on the current stack frame and returns a pointer to the allocated memory. The current stack frame is based on which function we are in, and f was not made a function, just a "loop". The 6 pointers that must be allocated must then have unique names (since they were defined in the same namespace). The same line of code was handing out the same name 6 times, which was a problem.

We solved this problem by moving all of the nested functions out of their enclosing functions and used LLVM’s call instruction to call them when needed, instead of jumping to a label. Now that the nested functions were considered functions in LLVM, the pointer names returned by the alloca instruction would not collide, as they were all local to their respective functions. To illustrate this a bit clearer, consider
the C code in Figure 6 roughly equal our first LLVM implementation of nested functions. The while loop is meant to illustrate the function $f$.

```c
int main() {
    int n = 5;
    while (n != 0) {
        int a = 0;
        n--;
    }
    return 0;
}
```

Figure 6. A C program

This program would not create 6 different variables named $a$, but would just redefine the same variable 6 times, much like our first LLVM back end (except redefining variables in LLVM is not allowed). To achieve the intended behavior of having 6 different variables in C, the while loop can be turned into a function and called recursively.

However, this implementation lead to another problem, local variables in the enclosing function could now not be referenced, since they were local to another function. This was solved by adding the needed local variables as extra implicit parameters to inner functions when they were called. All local variables were implemented using pointers, so a nested function changing the value of an enclosing function’s local variable would work as intended. Only the needed variables would be passed to a nested function to avoid unnecessary amounts of extra arguments.

4.1.2 x86

As in the LLVM backend, the backend for x86 moves nested functions out of their enclosing functions. Nested functions were moved out of their enclosing functions. The problem of accessing enclosing function’s variables was solved using static links (Hedin 2011). Every time a function was called (nested or not) a dynamic link would be put on the stack. The dynamic link always points to the calling function’s stack frame. Then a static link would be put on the stack that pointed to the enclosing function’s stack frame. These pointers can differ because a nested function can call itself recursively, like in Figure 5. These pointers will all be unique. In Figure 5 the static links should always point to the stack frame of the function $main$, since $main$ is the enclosing function of $f$. These pointers should all be the same for all other functions to avoid unnecessary amounts of extra arguments.

Figure 7 illustrates how static links work, where the functions $p1$ and $p3$ are called. They both have $p1$ as their enclosing function so their static links will point to $p1$’s stack frame.

![Static link - a hidden argument that points to the frame of the enclosing method. Makes it possible to access variables in enclosing methods.](image)

Figure 7. How static links were implemented (Hedin 2011)

4.2 More types

The LLVM back end was extended with support for floating point numbers, booleans and void functions. LLVM already supported all of these types, so implementing them was not a lot of work. We decided to use the 64 bit double type for floating point numbers because of LLVM’s inability to properly handle 32 bit floating point constants. The extended type system was never added to the x86 back end and no casting or conversion between types was implemented due to the project deadline.

5. Evaluation

All testing was done on the same computer in one of the computers on LTH running a unix environment. All test programs were run shortly after each other with no other programs running to minimize noise in the data. The LLVM IR code was optimized with the LLVM optimizer, compiled into x86 assembly with the LLVM static compiler, assembled using as and lastly linked using gcc. Optimizing and linking was done with the respective -O3 flags.

---

3 The as command: [https://sourceware.org/binutils/docs/as/](https://sourceware.org/binutils/docs/as/)
4 GCC: [https://gcc.gnu.org/](https://gcc.gnu.org/)
int main() {
    int a = 0;
    print(fib(39, 0));
    return 0;
}

int fib(int n) {
    a = a + 1;
    if (n < 2) {
        return 1;
    }
    return fib(n-1)+fib(n-2);
}

Figure 8. The program that was used for evaluation

We evaluated the LLVM backend and x86 backend by doing performance tests on a program with a nested function, see Figure 8. We varied n from 35 to 40 and for every n we did 5 tests where we increased the number of variables. In the first n was set to 35 and the only variable was int a. In the second test for n = 35 we had another variable, int b (See Figure 11 in Appendix). All these variables were incremented in the function once per call. Every combination of n and number of extra variables was run 5 times.

For every n we measured the execution time and then computed the confidence interval for the measured values that we received from the 5 tests for this specific n. We computed the 95% confidence interval, which means that the mean of our measured values have a 95% chance to lie between the interval. In Figure 10 we have plotted the confidence intervals for the measured execution times in user time over the number of variables. For every variable the upper and lower confidence bound (the interval) were plotted. As expected the optimized LLVM code was faster than the unoptimized x86 code. The confidence interval was calculated the following way in MATLAB:

Define the measurements as a vector
x = [1.1, 2.2, 3.3]
We will now compute the confidence interval with the 95% confidence level.

To get the number of measurements
length(x)

if n < 30, use Students t-distribution:
t = tinv([0.025 0.975], length(x)-1);
c = mean(x) + t*std(x)/sqrt(length(x))
The variable c then contains the confidence interval and c-mean(x) is the distance from the mean value.

Figure 9. How we calculated the confidence interval in MATLAB.

GCC has support for nested functions as well. We wrote the same program from Figure 8 in C and then compiled with GCC, where we set the optimization flag to -O3.

5.1 Results

Figure 10. Comparison of execution times between optimized llvm, unoptimized assembler(x86) and optimized C code.

6. Conclusion

In this project we have extended the SimpliC language with nested functions and more types, and added a LLVM-backend to the SimpliC compiler. Implementing an LLVM-backend was easier than implementing the original compiler, because it is easier to understand LLVM IR since it has some features that higher-level languages have.

The optimized LLVM code was much faster than unoptimized x86 code and the execution time increased when we
increased the number of variables. This came as no surprise, since no optimization effort was made when generating x86. The focus was always to just get it to run.

The C code was significantly faster than the optimized LLVM code which we did not expect. This could be because C is a lower level fast language and that GCC has support for optimizing programs. It would be interesting to compile a C program with Clang to LLVM and then compare the same program written in SimpliC compiled to LLVM, and see if the the result would be different from when we compiled the C program with GCC.

Further work on this project could of course be extending SimpliC with more features to make it a more complete language, such as, logical bitwise operators (and, or, and xor), structs/classes, arrays or strings.

No measurements on compile times was measured, none of the programs took any significant time to compile. All test programs were very small however, so a larger program would probably be needed to achieve any interesting results.

7. Appendix

```c
int main() {
    int a = 0;
    int b = 0;
    print(fib(39, 0));
    return 0;
}

int fib(int n) {
    a = a + 1;
    b = b + 1;
    if (n < 2) {
        return 1;
    }
    return fib(n-1)+fib(n-2);
}
```

Figure 11. The program that was used for evaluation with two variables.
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