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Abstract 

 

This document presents a simple dependency 

parser using Nivre’s parsing applied to the 

French language, using a CoNLL-annotated 

corpus, which was never done before. The 

goal of the parser to predict the part-of-speech 

tags for each word, the dependency relations 

between two words, and the function of each 

word in the sentence. We managed to obtain 

quite good results for the first two parts, but 

the function tagging is not completely correct. 

This document also presents some applications 

for this dependency parser. 

1 Credits 

This document is written according to the ACL-

2010 style guidelines. 

2 Introduction 

The CoNLL conference is an important meeting 

in the natural language processing world. Every 

year, research teams try to achieve great perfor-

mance in predicting part-of-speech tags or func-

tions for every word in a sentence, or dependen-

cy relations between two words. However, it is 

quite disturbing to see that a language widely 

spoken throughout the world, such as French, is 

not represented in these yearly conferences. 

After having acquired a French corpus annotated 

according to the current CoNLL standards, our 

goal was to create such a dependency parser. 

The parser is designed to predict part-of-speech 

tags, functions, and dependency relations after 

learning them from a manually, and thus correct-

ly, annotated corpus. Our goal is to achieve an 

honest first performance. As we cannot compare 

our results to others, it is difficult to evaluate our 

score. Therefore, we are not aiming at a top-level 

performance, but at a solid basis for future com-

parisons. 

This document will be organized according to 

this plan. The next section will deal with the 

goals of our project. The corpus used will be pre-

sented in Section 4, the parser in Section 5. The 

results will be discussed in Section 6, and further 

improvements will be suggested afterwards. Fi-

nally, section 8 will deal about the possible ap-

plications of our parser. 

3 Goals 

The first and main objective to this project is to 

create a dependency parser capable of achieving 

good results for the French language. However, 

because that was never realized before, it is not 

possible to compare our work with other teams. 

That is why we want to obtain a first result, even 

if it is possibly not perfect. Many improvements 

will be suggested at the end of this document, 

which can significantly increase the parser’s per-

formance. 

Firstly, our parser should be able to predict quite 

well the part-of-speech tags. That is, it should be 

able to decide whether a word is a noun, a verb, 

or an adjective, for instance. This part is not as 

easy as it sounds for the French language, be-

cause some words written in exactly the same 

way can have different tags according to the sen-

tence. For example, the verb “avoir” can be con-

sidered as a verb or as an auxiliary verb used to 

form a tense of another verb. This is one exam-

ple, but many more can be found. 

Secondly, our parser should be able to predict the 

dependency relations between words in the same 

sentence. For example, it should be able to find 

the noun to which an adjective is referring, or the 

subject of a verb. 

Finally, our parser should be able to tag a func-

tion on a word. In other words, it should deter-

mine if a word is the subject of the sentence, or if 

it is an object of the verb, for instance. 



4 Corpus 

The corpus used throughout our project is a 

compilation of articles taken from the French 

newspaper “Le Monde”. 

It was kindly given to us by its author Anne 

Abeillé. 

“Le Monde” is a daily newspaper dealing mostly 

with politics and economy. Therefore, the vo-

cabulary used in the corpus is quite formal and 

very different from the vocabulary any French-

men would use in an everyday conversation, and 

the writing style is completely opposed to the 

one of a great nineteenth century author. 

This corpus consists of about 300 000 words, and 

is annotated with dependency relations according 

to the current CoNLL standards. 

5 Parser 

The parser used is directly derived from a com-

mon Nivre parser. It is divided in two steps: first 

we have to train the parser using an important 

part of the corpus, and then we have to use it on 

another part of the corpus, quite smaller. 

For each Nivre parser, we have to choose which 

features we want to include, since our result will 

depend on them. It is therefore essential to exper-

iment different sets of features, as there is no 

miracle solution. 

We decided to use the classic features, which can 

give pretty good results, and are very basic. Our 

features are the two first elements in the queue, 

and the top two elements in the stack. 

5.1 Training 

The first part of the parsing is to read the anno-

tated corpus and save all the actions done. We 

will then create a decision model using the J48 

tree-model in Weka. This model will tell us 

which action to do and which function should be 

used when parsing the unknown part of the cor-

pus. 

The reference parser will extract the actions with 

the format “action.function”, for example 

“ra.suj” will represent the right arc action, with 

the subject function. 

Once all the actions and functions are saved and 

the decision model created, we can go on to the 

next phase: the parsing. 

5.2 Parsing 

Now, we want to predict the part-of-speech and 

function tags, and the dependency relations of an 

unknown text. 

The parser will read the corpus word by word, 

and for each word it will use the features decided 

before to realize the most probable action and 

function according to the decision model previ-

ously created.  

6 Results 

Our parser returns a text file composed of the 

original text, and the annotations that were made 

during the parsing sequence, according to the 

CoNLL format. 

In order to produce an evaluation of the correct-

ness of the output produced, we will use the 

CoNLL evaluation script that is comparing our 

output with the original version of the text, man-

ually annotated, and thus correct. 

This evaluation program will give us three re-

sults : the “Labeled attachment score”, the “Un-

labeled attachment score”, and the “Label accu-

racy score”. 

The “unlabeled attachment score” represents the 

percentage of words that received a correct part-

of-speech tag. The “label accuracy score” corre-

sponds to the percentage of the words that re-

ceived the correct function tag. Finally, the “la-

beled attachment score” is the percentage of 

words that received both a correct part-of-speech 

and function tag. 

Here are the results obtained with our corpus:  

 Unlabeled attachment score : 80.83 % 

 Label accuracy score : 54.90 % 

 Labeled attachment score : 49.25 % 

 

The unlabeled attachment score is quite good if 

we compare it to the state-of-art in other lan-

guages quite close to French, such as Spanish, 

Italian, or even English. 

However, the label accuracy score, and thus the 

label attachment score is surprisingly low. Some 

functions were completely incorrectly tagged, 

and we can find very curious anomalies in our 

result output. For instance, some sentences con-

sist of two roots, which is completely absurd, and 

some words were tagged as punctuation by the 

function tagger, even if they are not tagged as 

such by the part-of-speech tagger. 

7 Improvements 

As the results are quite satisfying but far from 

optimal, here are some improvements that could 

be made to our parser to make it more efficient. 

Firstly, it could be quite interesting to use two 

classifiers instead of one. At this time, we only 

use one classifier which will select both the ac-



tion and the function to use. The idea is to use a 

first classifier which will only select the action, 

and then use a second classifier which will 

choose the correct function to tag, knowing 

which action has been done. By using this way, 

the dependency relations would be more accurate 

than actually, as the correct action would be se-

lected most of the time, and the function tagging 

could also slightly improve. 

A second way of improving our parser would be 

to select better features. As explained before, the 

features selected are very basic, in order to have 

a first solid result, and establish a basis for com-

parison. However, many other features could be 

selected to improve this result. Although select-

ing more words from the stack or the queue does 

not really improve the result, it can be interesting 

to run tests with new features such as the first 

word of a sentence for example. Improving the 

selection of these features, can make both unla-

beled and labeled attachment scores rise. 

Thirdly, it could be a good idea to change the 

selection method. Currently, the action and func-

tion chosen are the most probable ones. Howev-

er, this choice will affect the future choices made 

for the next words of the sentence, and it can 

possibly lead to wrong tags for those words. A 

solution would be to select the second most 

probable action and function for the current 

word, which can lead to much more probable 

tags for the next words of the sentence. To gen-

eralize this idea, instead of selecting the most 

probable action and function for a word, we 

should rather select the most probable action and 

function for this word and the following ones. 

However, in order to use this method, it is not 

possible to use the tree-based decision model of 

Weka. By using this selection method, both at-

tachment scores will increase, but there should 

not be any sentence with a lot of illogic and 

wrong tags, as it can currently happen. 

Finally, we can create specific rules for the 

French language which could complete or re-

place the decision model for some words. For 

instance, we know that the preposition “dans” 

(“in” in English) is nearly always followed by a 

place indicator. Therefore, we can know that af-

ter this preposition it is very likely to encounter a 

noun group. Many similar grammatical rules can 

be created and applied, but should be used with 

precaution as there are surely some exceptions.  

These improvements can surely significantly in-

crease the performance of our parser. 

8 Applications 

Let us now see the different applications possible 

for our parser. 

First of all, it can be used by the common appli-

cations to all parsers. For example, it can be used 

in speech synthesis, in order to understand the 

meaning of a spoken sentence, and possibly to 

construct a grammatically correct and meaning-

ful answer. It can also be used for grammar 

checking in word processing programs, even if 

its performances should be improved in order to 

do that. 

Another useful application for our parser is a tool 

for non-native speakers interested in learning 

French. A similar tool already exists: it consists 

of a grammar checking program which will 

check the non-native speakers’ texts and classify 

them into one of six levels. However, this tool is 

not very accurate, as it is based on a small corpus 

of texts written by French students. There are 

sometimes mistakes in those training texts, and 

there are only three different types of texts. 

Therefore, it will not be possible to check the 

correctness of a random text. 

Our parser is based on a relatively large corpus, 

and is therefore capable of checking random 

texts. However, it would still not be perfect, as 

the corpus used is a compilation of very well-

written newspaper articles. The construction of 

the sentences and the vocabulary used in this 

corpus is very different from the basic construc-

tion and vocabulary a beginner will have, and 

our parser will probably not be able to tag cor-

rectly the wrongly-spelled words. 

9 Conclusion 

We managed to obtain a parser for the French 

language according to the CoNLL standard, 

which was never done before. This parser is able 

to predict part-of-speech and function tags for 

every word in a sentence, as well as dependency 

relations between two words. The results, which 

can be used as a baseline for future comparisons, 

are quite encouraging, though they are low for 

the function tagging rate. However, many im-

provements can be done to have better results, 

and this can be a very interesting subject for fu-

ture research. 
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