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Abstract 

This document suggests a method of 

identifying the nuclei sentences within a 
piece of text and provides some results 

from an implemented prototype.   

1 Credits 

This document was motivated by the Criterion 
system created by ETS, software aimed at evalu-

ating the text in student essays 

(http://criterion4.ets.org/cwe/).  The methodol-

ogy and implementation discussed in this 

document was produced with the guidance and 

suggestions of Pierre Nugues, Computational 

Linguistics professor at Lund University in 

Sweden. 

2 Introduction 

With the now overwhelming amount of textual 

information stored throughout the World Wide 
Web, automatic text summarization has quickly 

become an essential tool.  Text summarization 

tackles the problem of extracting the most impor-

tant ideas from source text, and producing an 

abridged version (Mani and Maybury, 1999). 

While the goal of text summarization is al-

ways consistent: to summarize a larger piece of 

text into a smaller piece of text, the desired level 

of brevity can vary depending on the application.  
For example, in the summarization of news 

articles it may be desirable to summarize a piece 

of text into the main events, dates and partici-
pants.  In particular, the summarization technique 

described in this paper attempts to simply iden-

tify the nuclei, or most significant, sentences in 

each paragraph.   

A prototype of the suggested algorithm has 

been implemented, and is described in Section 4. 

3 Nuclei Detection 

The proposed algorithm is quite simple and 

logical.  It follows from the following assump-
tions: 

1) The most significant sentences will 

contain the most significant words 

2) The most significant words will ap-

pear more often in a piece of text 

than insignificant words (with spe-

cial consideration given to stop 

words, discussed in 3.2) 

 
Given these assumptions, a means of scoring 

each sentence is proposed below. 

3.1 Sentence Scoring 

Sentence scoring is completed in two passes of 

the original text. 

The first pass involves a counting the 
unigrams.  In terms of the algorithm, the count of 

a particular unigram could be considered a score 

for that word. 
The second pass assigns a score to each 

sentence.  The score assigned to a sentence is 

defined as:  

f(S) =
∑

w∈S

W(w)
 

where w is a word, S is the sentence being scored 

and W(w) is the unigram count of word w . 

Clearly a sentence containing words that 

appear often in the text will have a higher 

sentence score, as desired.  However, using this 

algorithm sentence scores are highly sensitive to: 

1) Words that appear very frequently, 

but do not hold significance in the 
text (i.e. stop words) 

2) The number of words in the sentence 

 
These two dependencies are discussed in 

Sections 3.2 and 3.3. 

 



3.2 Addressing Stop Words 

In order to remove words that are not significant 

in the text, we borrow the concept of stop words 

used by most search engines.   
Stop words in english include words like 

“the”, “of” and “a” which appear very often in 

text but play little to no role in the meaning of a 

piece of text.   

If we consider a news article, for instance, the 

need for removing stop words becomes apparent.  
A given news article may mention the main 

participant’s name four or five times throughout 

the text, while the word “the” may appear four  
times in a given sentence.  In this case, “the” 

would be assigned a much higher score than the 

main participant’s name, which clearly holds 
more significance. 

While there is no definitive list of stop words 

available, multiple lists were tested on the 

prototype described in Section 4.  In general, the 

larger the list of stop words, the better the 

performance.  It is most beneficial to remove as 

many of the insignificant words as possible. 

 

3.3 Addressing Sentence Length 

The sentence scoring algorithm appears to favour 

sentences with more words.  Each word in a 

sentence has a unigram count of at least 1, thus 

an extra word always implies a higher score 
(with the exception of stop words, which are 

ignored).   

One potential solution is to normalize each 

sentence score by the number of words in the 

sentence; that is, calculate the average word 

score within a sentence.  However, this inturn 

strongly favours short sentences.  For instance, if 

one considers that most words in a piece of text 

probably appear only once, we would expect the 
average of an insignificant sentence to be close 

to 1.  However, consider a sentence like “Bob 

agreed.” is present in a piece of text, where Bob 
is the main participant so his name has appeared 

5 times.  This sentence would be assigned a score 

of atleast 3 ( 6 points ÷ 2 words), which is a high 
score considering the sentence is probably not 

significant and that more significant sentences 

are likely to have 1-count unigrams that pull their 

normalized score down.    

Another, more appropriate means of 

addressing sentence length would be to modify 

the first pass described in Section 3.1.  That is, 

rather than perform a basic unigram count, use a 

non-linear means of scoring words.  The design 

of such a system should try to relate the 
significance of multiple occurences of the same 

word to the significance of having an extra word 

in the sentence.  Using the linear unigram count 
described in Section 3.1 suggests that an 

additional occurence of a given word is 

equivalent to the addition of any non-stop word 

to a sentence (both increase sentence score by 1).  

A more intelligent system may assume that no 

word is significant until it has been mentioned 
atleast twice.  Furthermore, more significance 

could be attached to each reoccurence, either by 

using a steeper step (i.e. +2 for each occurence) 
or using an exponential function. 

 

4 Implemented Prototype 

The interface of the implemented prototype is 

similar to the Criterion system created by ETS 

that is used to analyze student essays.  The 

application accepts a piece of text and outputs 

the same piece of text with the nuclei sentences 
identified via coloured font.  The nuclei of the 

first paragraph and the final paragraph are identi-

fied to be the main thesis and main conclusion, 
respectively.  The nuclei sentences in the remain-

ing paragraphs are identified as main points. 

The prototype implements the exact sentence 
scoring algorithm described in Section 3.1. 

In order to address stop words, a list of 319 

stop words, borrowed from the University of 

Glasgow Department of Computing Science 

(http://www.dcs.gla.ac.uk/) has been used.  

Originally a list of 35 stop words was used, but 

this was not comprehensive enough, as words 

with no significance emerged with the high 

unigram counts. 
The implemented prototype achieves good 

results without addressing sentence length; no 

normalization or non-linear word scoring is used. 
In addition, the prototype also extracts the 

position within the paragraph of the indentfied 

nuclei sentence. 

4.1 Prototype Results 

The following section attempts to analyze the 

results of the implemented prototype described 
above.  The full pieces of text can be found in the 

included appendices; however, the specific 

paragraphs analyzed are included inline.   

It should be noted that the most significant 

sentence can be ambiguous, so this section 

simply assesses whether a good choice was 

made. 



We see that in Text 1, entitled Making 
Decisions, the prototype does a good job 

selecting sentences in the thesis and body 

paragraphs.  All of these selected sentences 
reflect what could be the authors main point of 

the paragraph.  However, in the final paragraph, 

showin in Figure 4.1.1, the prototype does a poor 

job selecting the main conclusion. 

 

 
Figure 4.1.1 – Concluding paragraph of Text 1 – Making Decisions 

 
Clearly, the author makes his conclusion in 

the first sentence of the paragraph, and the 

second sentence is a form of elaboration.  The 

poor selection occurs because the author has 

decided to use completely new wording in 

stating his conclusion.  For instance, he refers to 

making decisions as “doing everything we want 

to do” and uses the expression “light at the end 

of the tunnel,” which he elaborates on in the final 
sentence (using the words “retirement” and 

“decisions” which appear frequently in the text).  

The sentence scoring algorithm is not strong 
enough to address these conditions; however, it 

is clear that identifying key expressions, such as 

“in conclusion” could be used in order to make 
better selections.   

We see, again, in Text 2, entitled The 

Presidency, that the prototype does a good job in 

most cases.  An appropriate thesis and 

conclusion is identified; however, in body 

paragraphs 1, 2 and 3 the prototype selects 
sentences that are more likely intended as 

supporting material or elaborations. 

In paragraph 1, , shown in Figure 4.1.2, the 

selected sentence is likely intended to support the 

first sentence, which is the main point of the 

paragraph.  The poor selection could be avoided 

if the algorithm had cross-referencing capability.  

The word ‘him’ in the first sentence has adds 

zero to the sentence score because it is included 

in the list of stopwords.  In reality, ‘him’ refers to 
‘the president’, which is the most significant 

word within the essay.  Also, using ‘first and 

foremost’ as a key expression for identifying a 
likely main point.  Coreferencing and key-words 

would also apply to body paragraphs 2 and 3. 

 

 

 
Figure 4.1.2 – Body Paragraph 1 of Text 2 – The Presidency 

 

5 Further Work 

There are several improvements that could be 

made to the algorithm and implementation 
described. 

One obvious improvement would be cross-

reference capability, such that words referring to 

the same object/person are counted as the same 

unigram.  Cross-referencing is a thoroughly 

researched area, so such an addition should be 

possible.  Similarly, embedding a part of speech 

(POS) tagger and performing the counting and 

sentence scoring using unigram-POS tuples 

would improve performance, but likely not 
significantly.   

A valuable extension to the described imple-

mentation would be identifying further discourse 
structure within the paragraphs, such as conces-

sions, elaborations and contrasts.  This could be 

done by searching and recognizing the appropri-
ate cue phrases/words (Corston-Oliver, 1998).  

An alternative possibility is to embed a depend-

ency parser, such as the McDonald Parser (see 

http://ryanmcd.googlepages.com) and use the 

dependency relations to identify satellite sen-

tences. 
 

Reference 

Inderjeet Mani and Mark T. Maybury. 1999.  Ad-

vances in Automatic Text Summarization. MIT 

Press, Cambridge, MA. 

Simon Corston-Oliver. 1998.  Computing Representa-

tions of the Structure of Written discourse. 

Technical Report, Microsoft Research, WA. 

 

 



Appendix 1 

 

Text 1 – Making Decisions 

 

Text Source: 

Julienne Sandgren. English Department. ETS.



Text 2 – The Presidency 

 

Text Source: 

Martin Bratt.  University of Oslo. 1997. URL: http://home.online.no/~helhoel/elev.htm. 


