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Abstract

Theideadescribedn thispapelistoim-

prove searche®n the Internetby using
the syntacticstructureof sentencesWe
implementeda methodwhich with help
of contet factorsis ableto capturethe
importanceof a word betterthana sim-

ple occurrencesount. The prototypede-
velopedis slow andwith the functional-
ity limited to simplecasesFurthersug-
gestionsof improvementof the method
aregiven.

1 Intr oduction

Often when you searchon the Internetyou will
be frustratedwhenyou cant find the information
you want. The searchengineswill give you pop-
ular documentghat containthe wordsyou search
for. But you dont searchfor words, you search
for content.l.e how thewordsareusedin thedoc-
umentis moreimportantthanhow oftenthey are
used.

The ideais to usethe syntacticstructureof the
sentence documentgo rankthe importanceof
wordsin adocument.E.g. aword thatis the sub-
jectof asentencés moreimportantto the content
of thedocumenthananobijectis.

A way to capturethatideais describedn this pa-
per

2 Vector SpaceModel

A commonwayto rankdocumentss to usetheln-
verseDocumentrFrequeng whichis basedon the

VectorSpaceModel. Theideaof the vectorspace
modelis to representdocumentsandqueriesin a

multi-dimensionakpace Semantiequivalenceof

the query and documentis said to be correlated
with theproximity of thequeryanddocumentec-

tors.

The coordinate®r termweightsarederived from

occurrenceountsasdescribedelow.

2.1 Term weights

Theimportantquestionis how to weightwordsin
thevectorspacemodel. The essentialnformation
usedin termweightingis termfrequeng anddoc-
umentfrequeng.

Thetermfrequeng shavs how salientaword is

Quantity Symbol Definition

termfreq. tf;;  number of occur
rencef w; in d;

documentreq. df; number of docu-

mentsin a collec-
tion thatw; occurs
in

Figure 1. Two commonlyusedquantitiesin in-
formationretrieval. w; standsfor word 7 andd;
standgor documeny

in a given document. The higherterm frequenyg

meansa higherlikleyhoodthatthewordis agood
descriptionof the contentof the document. The
relatve importanceof a word is often not a lin-

earfunction of the occurrencesf theword, but is
taken asa logarithmicfunction(oranotherdamp-
ening function) of the term frequeng. A docu-



mentwith threeoccurrencesf awordis moreim-
portantthana documentwith oneoccurrencebut
notthreetimesasimportant.
Documentfrequeny indicatesthe informative-
nessof theword. If aword occursin mary docu-
mentsin the collectionits relative importanceis
lessthanif it occursonly in a few documents.
Thereforeonecantake theimportanceof theword
asaninversefunctionof thedocumenfrequeng.
A way to combinea word’s term frequeng and
documenfrequeng into a singleweightis asfol-
lows:

(1 + ln(tfz-,j)) In dlfz if tfi,j >1

wezght(za]):{o iftfi; =0

where N is total number of documentsin the
collection. This form In% is often calledinverse
document frequency.

3 The useof salienceto give term weights

In the idea of improving information retrieval,
given in the introduction, the syntacticstructure
of a sentenceis the deciding factor of how
salienta word is insteadof the term frequeng.
A new number describing the salience of the
word insteadof the term frequeny is usedin the
calculationof thetermweights.

This new numbercalculatedby the weight of the
contet factors, we call the aggregated context
factor weights (ACFW). When a word in a
sentences within the scopeof the context factor
its weight is addedto the ACFW of the word.
The saliencevalue of an individual word in a
documentis obtainedby adding the weights of
the contet factorswhich have thatword in their
scope:

SV (word) = Zweight(CFiword)
i

whereSV is the saliencevalue, CF is the context
factor(seeFigure3).

After each sentencethe word’s ACFW is
updatedby the saliencevalue of that sentence.
Figure2 shavs how the ACFW of two individual
wordschangesn the shorttext.

cat dog
Thecatandthedogran. 3+2=5 = 3+2=5
Thedogchasedhecat. 5+3=8 5+3+2=10

Figure2: Exampleof ACFW calculation.

Contt Factors  Objectsin scope

Weights

Major-constituent Subjectsandobjects 3

Subject Subject 2
Nested-term Nounphrasemodifiers 1
Relation Relative clause 3

Figure3: Contet factorsandtheir weights

4 Implementation

A prototype has been developed to rank doc-
uments accordingto the method above. The
prototype, called SalRankwritten in Java, is at
this stage not able to rank documentson the
Internet,but you have to supplyit with text-files.

This has been a consciouschoice to avoid all

the technical pitfalls of the real world and to

concentrat®nthebasicidea. For thesamereason
thereareonly rudimentaryuserinterfaces.

The programconsistof two major parts,the data
processingpartandthe userinterfaces.

[ Parser H Ranker HDatabas}

Figure4: The dataprocessingartabove andthe
userinterfacesbelow.

The dataprocessingpart consistsof the Parsey
Ranler andDatabase.

4.1 Parser

The parserparsesa given text into sentencesAt
presentit can only handle uncomplicatedsen-
tencesand hastrouble with abbreiations. It is



suitablefor text-filesandit cant readHTML-tags.
Thusit is the practicalobstacleto run the proto-
typeonthelnternet.

4.2 Ranker

In order to rank a documentthe Ranler hasto
obtain the contet factorsin a sentence.This it
doeswith agrammaticaparseyrLink grammar
Link grammar treats the words of a sentence
as blocks with connectors. Every block has
connectorspointing to the right or to the left,
every connectois of specifictype. A left-pointing
connectorconnectswith a right-pointingconnec-
tor of the sametype. Thetwo connectordogether
form a“link”. Theselinks areusedto decidethe
contet factorof aword (seeFigure5).

Contet Factors  Link types
Major-constituent S,Sl,J,0

Subject S, Sl
Nested-term AN
Relation R

Figure5: Link typesand correspondingcontext
factors

Figure 6 gives an example of a parsedsen-
tence with link types. The lowercase letters
are connectorsubscriptsthat are not usedin the
implementatiorof SalRank(link type D connects
adeterminemwith anoun).

+—-0s—+
+-Ds-+—Ss—++-Ds-+

thedog.nchased.\thecat.n

Figure6: Exampleof link grammarepresentation
of asentence.

Dependingon thelink type of word it a differ-
entweightis addedto its ACFW. In the example
of Figure 6 3+2 (major+subject)s addedto the
ACFW of “dog” and 3 (major) is addedto the
ACFW of “cat”. The ACFW is the weight of a
wordin aspecificdocument.

4.3 Database

The Databaseis implementedas a hashtable
with linked lists. Every entry in the hashtable
correspondsvith oneword and containsa linked
list. Everylink in thelist consistsof anurl anda
rankfor the specificword in thatdocument.
Therankof everywordis computedy theinverse
documentfrequeng using the ACFW instead
of the term frequeng. If a documentdoesnot
containa queriedword therankfor thatword s O.
The documenis ranked by summingthe ranksof
thewordsaccordingto:

B (1 —}—ln(aD’i)) ln% if ap >1
"= ;{0 if ap; = 0

Whererp is therankof documentD, ¢ runsover
thequeriedwordsanda p ; is theACFW for word+
in documentD. Thusthedocumentvith thehigh-
esttotal rankis the bestmatchfor thequery
It is possibleto save andloadthe Database.

4.4 Application & Applet

The applicationitself, SalRank,is mainly a user
interface. The collection of text documentgo be
indexed will have to be in a specifieddirectory
Thedocumentsarefetchedby theapplicationand
are then passedon to the data processingpart.
When the dataprocessings finishedoneis able
to querythedatabas@andgeta presentationf the
result,in form of asimplelist with rankandurl for

thedocumentsnatchingthe query

The appletis only ableto querya databaserevi-

ously createdby the application. The resultsare
presentedby the appletin a similar way to the ap-
plication.

5 Evaluation

The data processingtakes extremely long time.
In our experimentswe have had a collection of
33 files with a total of about47000words. It

takes several hoursto processthis collection of
documentson a Sparc 167MHz machine. The
mainbottleneckhereis theLink grammaiparser

We testedthe ACFW againstthe term frequenyg
usinginversedocumenfrequeng andanexample
of theresultis presentedn Figure7. In thefigure



thereis alsoa comparisorwith Google.

Rankingresultson: housedecoration

ACFW  ff Google* Filename
13.81 12.01 4 chinadailytxt
1094 6.61 2 speel.txt
7.71  8.70 1 burrows.txt
7.07 8.14 3 philamuseum.txt
496 9.96 5 cleanaigardening.tk
3.03 3.96 - houseb5.txt
1.79 3.19 - house3.txt

xOnly relatve order “house5”and“house3”are
notin thetop 100on Google.

chinadaily.txt: An article in China Daily about
the mishapsof a customertrying to hire a house
decoratiorcompary.

speel.txt An historicalreview of Lord Leightons
decoration of Arab Hall, Leighton House.
burr ows.txt: Oscar Wilde's lecture on house
decoratiorgivenin 1882.

philamuseum.txt A presentationof House
DecorationThemesby the Park HouseGuidesof
PhiladelphiaMuseumof Art.
cleanairgardeningtxt: A commercial page
selling bird- andbat-housesThe housesare“not
decoration"accordingio thetext.

houseb.txt Engyclopedia Brittanicas entry on
thehousesparrav.

house3.txt Engyclopedia Brittanicas entry on
thehousemouse.

Figure7: Testresultof rankingwith ACFW and
termfrequeny with inverteddocumenfrequeng.

Oursubjectve orderingof thedocumentss en-
tirely consistentwith the orderinggiven by Sal-
Rank. Although the first and the two last docu-
mentsareratedin the sameordertherearesome
differencesnbetween. The secondhighestrated
documentusingtermfrequeng, “cleanaigarden-
ing”, does not contain ary information about
“house decoration”. The term “not decoration”
increaseghe rating for this documentwith term
frequeng. With the way the termis mostly used
in thetext e.g. “Bluebird housefor bluebirds,not
decoration!” thisdoesnotincreasehe ACFW for
“decoration”.

Whenit comesto the “speel’-text it is ratedhigh

with ACFW mostly becausehe word “house”in
the’right’ positionin the sentences.
Thedifferencesn ratingsbetweerdocumentgan
intuitively be describedastherelatve importance
of the documents. The differencebetweenthe
highestand lowest ranking documentsis larger
with the ACFW methodthan with the term fre-
quengy methodimplying thatthe ACFW method
is betterin lifting importantdocumentsand sup-
pressingrrelevantdocumentsBut this is a fairly
untestedassumption.

6 Conclusions

The idea of SalRankwas to improve the per
ceived correlationbetweenthe pagecontentand
the searchguery onthe Internet.We feel we have
achieved this, but we would have benefitedfrom
alargertestcollectionto draw this conclusionfor
certain.At this stageSalRankmostoftenreturnsa
rankinglist in theexpectedorderof our subjectve
ratingof thedocuments.

Someimprovementsof the programcanobviously
be made. The Parsershouldbe ableto fetchreal
Internetdocumentsandto crawl the net for new
documentslike a real searchengine. To rankthe
document®necouldexchangeheLink grammar
parserto a speciallywritten sentencearserto ex-
tract the context factors. The databasecould be
replacedoy aregulardatabasdjke SQL.

A further improvementof our methodto calcu-
late the saliencecould be to take reference®f the
words into account. Ones scopewould thenno
longerbe just one sentencet a time, but several
on eachotherfollowing sentencesA word with
mary referencesin following sentenceswould
thenreceve ahigherACFW, thanwith the present
method.Theadwantageof this methodis thateven
if awordis only usedonce(or seldom)in a page,
but referredto alot, it is still importantto thecon-
tentof thepage.
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