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Knowrob: Why is knowledge so import Knowrob:

o if the robot does not know about the task, the environment, or
th

e robot, then the programmer has to har

dcode everything
.
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@ programming/instructing at an abstract/semantic level
o put the bolt into the nut and fasten it

@ pour water into the glass
o ...
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Knowrob: A task ontology 'f M Knowrob: A task ontology

 : Prolog predicates
as interface

[——1J: Object classes
[0: Action classes
[____1: Agent classes
[__1: Environment model

G Prolog predicates
as interface

: Object classes
[C—1: Action classes
[C___1J: Agent classes
[——1: Environment model
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Logical CAD Model Temporal Part-based Robot-Action
Inference S ation R i R: i Capability Matching

Object Reasoning about Qualitative Spatial Robot
Perception | | Object Similarity Reasoning Localization
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Knowrob: Knowledge types 2\ KnowRob Components

Reasoning methods

Description ProbCog Computable Robot Classification Semantic
logics probabilistic classes and capability and clustering similarity
inference inference properties matching methods measures
Knowledge ‘[' Interaction
acquisition KnowRob with humans
Web instructions knowledge representation Visualization
i > = modules
wikitow - gl — o= = - = -
o o Make Pancaes Using Mondamn o | CD - - ;.
Panca e — Online shops e = Dialog module and
o= = — 1 speech interface

Observations of Robot middleware Interactive
humans clients and services| | query interface

:3:ROS

S.P.
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Knowrob: Procedural attachments

Knowrob: Inferring storage location
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Knowrob: Summary

Plan for today

@ Knowledge-based systems

o Tacit knowledge
@ procedural attachment o Inferred knowledge

L o Domain-specific stuff
@ logical inference e Changing premises
@ multi-modal representation °

@ declarative knowledge: ontologies

Uncertainty
Video (13 mins): e Semantic anchoring
https://wuw.youtube.com/watch?v=4usoE981e7I Q@ Architectures

© Self-awareness
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Tacit knowledge

Facts about:
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Tacit knowledge

Facts about:
@ objects
@ places
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Tacit knowledge

Facts about:
@ objects
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Tacit knowledge

Facts about:
@ objects
@ places
@ times
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Tacit knowledge UL Tacit knowledge
Facts about: Facts about:
@ objects @ objects
@ places @ places
@ times @ times
@ events @ events
@ processes @ processes
@ behaviours @ behaviours
@ vehicle dynamics
@ rigid body interactions
o traffic laws
o .
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Tacit knowledge UL Tacit knowledge

Background knowledge for all this includes: Background knowledge for all this includes:
@ ontologies
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Tacit knowledge : ’r Tacit knowledge

Background knowledge for all this includes: Background knowledge for all this includes:
@ ontologies @ ontologies
@ theories @ theories
@ physics
@ mereology
° ...
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Tacit knowledge Inferred knowledge

Background knowledge for all this includes:

@ ontologies (or: turning implicit into explicit)

@ theories

o physics @ logics (language)

o mereology @ theorem proving (mechanics)
o © modes of reasoning

Not everything needs to be explicit, nor expressed in one
monolithic formalism
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Logics: modal bLD Logics: modal
@ take a logical language, let a be a wff @ take a logical language, let o« be a wff
Q Oa is a wif Q O is a wif
Q Jais a wif Q Jais a wif
Q normally Do + ~O—a Q normally Da + ~O—a
Intended meaning? Intended meaning?

@ Ua means Necessarily o
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Logics: modal 7 Logics: modal
@ take alogical language, let a be a wff @ take alogical language, let a be a wff
Q O is a wif Q O is a wif
Q@ Oais a wff Q Oais a wiff
Q normally Oa + ~0—a Q normally Da +» =0«
Intended meaning? Intended meaning?
@ Oa means Necessarily o @ Oa means Necessarily o
© Oa means Agent knows o © Oa means Agent knows o

© Oa means Agent believes o
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Logics: modal 2 \WX) 2 Logics: modal
@ take a logical language, let a be a wff @ take a logical language, let o« be a wff
Q Oa is a wif Q O is a wif
Q Jais a wif Q Jais a wif
Q normally Do + ~O—a Q normally Da + ~O—a
Intended meaning? Intended meaning?
@ Ua means Necessarily o @ Ua means Necessarily o
© UOa means Agent knows « @ UOa means Agent knows «
© Oa means Agent believes o © Oa means Agent believes o
© Ua means Always in the future o © Ua means Always in the future o

© Ga means Always in the future (or: Globally) o
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Logics: Kripke semantics Logics: temporal

Actually, meaning of modal formulae is defined on graph structures O Globally (always):

0o
Nodes: possible worlds Q Finally (eventually):
o}
Edges: reachability relation 0
© Next:
O

@ Q Until:
@ ‘\‘ vUo
()
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Logics: temporal

@ Gilobally (always):

Oo
Q@ Finally (eventually):

Qo
© Next:

O
Q Until:

vUo

Cf. Richard Murray’s verification of autonomous car controller:

(cbienit A DO A |:'<><b;e)rog) - ((bﬁvit N Dcl>§afe A |j<>q>;s)rog)

safe
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Representation: ontologies

Logics: description

Earlier known as semantic networks. Formal version of semantic
web languages (OIL, DAML, OWL).

ubsetOf SubsetO

Effective reasoning:
@ inheritance via SubsetOf (SubClass) and MemberOf (isA) links
@ intersection paths
@ special meaning of some links (e.g. cardinality constraints)
@ classification, consistency, subsumption
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Modes of reasoning: Deduction

Anything
AbstractObjects GeneralizedEvents
Sets Numbers RepresentationalObjects Intervals  Places PhysicalObjects Processes
/\
Categories Sentences Measurements Moments Things Stuff

Times ~ Weights Animals Agents  Solid Liquid Gas

Humans

Lots of robot-related ontologies:
knowrob, IEEE CORA (Standard 1872-2015), intelligent systems
ontology (2005, NIST), ...
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RedLightAt(intersection?)
V(x)RedLightAt(x) — (O StopBefore(x)
thus

(O StopBefore(intersection?)

General Pattern:

@ prior facts

@ domain knowledge
© observations

Jacek Malec, Computer Science, Lund University



Knowledge Representation 5 Knowledge Representation

Modes of reasoning: Deduction 2\ 7 ) Modes of reasoning: Deduction
RedLightAt(intersection?) RedLightAt(intersection?)
V(x)RedLightAt(x) — (O StopBefore(x) V(x)RedLightAt(x) — (O StopBefore(x)
thus thus
(O StopBefore(intersection?) (O StopBefore(intersection?)
General Pattern: General Pattern:
@ oprior facts @ oprior facts
© domain knowledge © domain knowledge
© observations © observations
@ conclusions @ conclusions
Sound. Sound. But note:
Birds fly. Tweety is a penguin. Penguins are birds.
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Modes of reasoning: Induction Modes of reasoning: Abduction

OnDesk(monitor1) A Monitor(monitor1),
OnDesk(monitor2) A Monitor(monitor2),
OnDesk(monitor3) A Monitor(monitor3),

General pattern:
@ prior facts

OnDesk(monitor4) A Monitor(monitor4), © domain knowledge
OnDesk(monitor5) A Monitor(monitor5) © observations
thus

V(x)Monitor(x) — OnDesk(x)

General pattern:
@ Observe
@ Generalize

Fallible. Constructs hypotheses, not true facts. However, most of
our practical reasoning, in particular learning, is of this kind.
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Modes of reasoning: Abduction What do we want to represent?

General pattern:

@ oprior facts

© domain knowledge

© observations

© explain the observation

Given a theory T and observations O

E is an explanation of O given T if

EUTE Oand EUT is consistent.

Usually we are interested in most plausible E, sometimes minimal
E, most elegant E, ...

objects

places

times

events

processes

behaviours

vehicle dynamics
rigid body interactions
traffic laws

Probablilistic abduction: maybe Elin will mention it.
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Qualitative spatial reasoning

Qualitative spatial reasoning

disjoint | meet cqual nside Coveredby | contains | covers Gverlap
disjoint RCC8 disjoint disjoint disjoint disjoint disjoint | disjoint disjoint
meet meet meet meet
inside inside inside inside
coveredby coveredby | coveredby coveredby
overlap overlap overlap overlap
meet disjoint | disjoint meet nside meet disjoint | disjoint disjoint
meet meet. coveredby | inside meet meet.
contains | equal overlap inside
covers coveredby coveredby
overlap covers overlap
overlap
cqual disjoint | meet cqual nside coveredby | contains | covers overlap
inside disjoint | disjoint inside nside nside RCC8 disjoint disjoint
meet meet
inside inside

disjoint(A,B) meet (A,B) equal(A,B) overtap | overlap

coveredby | disjoint disjoint coveredby | inside Tnside disjoint disjoint disjoint
meet coveredby | meet meet meet
contains | equal overlap
covers coveredby | coveredby
overlap covers overlap
overlap
contains disjoint contains contains equal contains contains | contains contains
meet covers inside covers covers
contains | overlap coveredby | overlap overlap
covers contains
overlap covers
overlap
covers disjoint oot covers nside equal Contains | contains contains
meet contains coveredby | coveredby covers covers
. contains | covers overlap covers overlap
covers(A,B) contains(A,B) covers | overiap averlap
A overlap
3 3 overlap disjoint disjoint overlap Tnside inside disjoint disjoint RCC8
coveredby(B,A) | inside(B,A) overlap(A,B) Tt e by | iy | oo | e
contains | contains overlap overlap contains | contains
overlap overlap overlap overlap
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Qualitative spatial reasoning 2 \WX) 2 Juggling example (Apt)
RCCS8: region connection calculus » From some time on, at most one ball is not in the air:
Given e.g.,
, , <O Balls. H . = —
contains(A, B) A covers(B, C) we can conclude contains(A, C) (vb € Balls. Vh € Hands. Q[b, h] = meet
covered-by Vby € Balls. b # by — Yha € Hands. Q[ba, ha] = disjoint).
@ inside
™~
O @/Cl)/@ » A ball thrown from one hand remains in the air until it lands in
— — — equal .
O \ 1 {@ the other hand:
meet  OVerlap — O (Vb € Balls. Yhy, hy € Hands.

disjoint contains

hi # ha A Q[hl,b] = meet —
Qlh1,b] = meet U (Q[h1,b] = disjoint A Qlhe,b] = disjoint A
(Q[h1,b] = disjoint U Qlh2,b] = meet))).

covers

O(meet(A, B) — O(meet(A, B) Vv disjoint(A, B) v overlap(A, B)))
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Interval calculus (Allen 1983) Invalidating conclusions

Ais before B or [ ntervala ] [ intevalB ]
Bis after A
Ameets B or [ intevalA | IntervalB | o TWeety IS a b|rd
Bis metby A . .
@ So it flies.
Aoverlaps with B or
B is overlapped by A
Astarts B or
Bs started by A
Aduring B or
B contains A
Afinishes B or

Bis finished-by A

Aand B are cotemporal
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Invalidating conclusions ' e Invalidating conclusions
@ Tweety is a bird. @ Tweety is a bird.
@ So it flies. @ So it flies.
@ But Tweety is a penguin. @ But Tweety is a penguin.
@ So it doesn’t fly. @ So it doesn’t fly.

Non-monotonic reasoning.
Truth-maintenance systems.

Default reasoning. Circumscription. Closed World Assumption.
Negation as failure. ...
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Uncertainty WL Back to KnowRob

Virtual
symbolic view

Every perception is associated with uncertainty. Account for that.
(Yesterday lectures. Perception module.)

is-a
RobotPose R
Ay

well-localized:true
T
\

Approaches: Computable [werocar = e
- . . d’ t dist « p i dist « pe istri )
@ probabilistic representations FIESEEREE ) umpesig==1" || rum marpision)
else return false
o fuzzy approaches as
. . Robot-internal WS \
@ multi-valued logics data structures AER K
Transformations between representations as needed.
3

- 5
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KnowRob lessons

Architectures of knowledge-based syst "

Beetz and Tenorth, AlJ, 2016: AIMA agents (cf. introductory lecture)
@ No fixed levels of abstraction, no layers, no “black boxes”; @ Logical agents - declarative, compositional
@ A knowledge base should reuse data structures of the robot’s © Rule-based systems - compositionality on the rule level

control program;

© Layered systems (distribution of concerns)
© Symbolic knowledge bases are useful, but not sufficient;

© Blackboards - compositionality of reasoners (knowledge
@ Robots need multiple inference methods; sources) (KnowRob, our SIARAS system)

©@ Evaluating a robot knowledge base is difficult. © Stream-oriented reasoning - Heintz@LiU
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KnowRob as a blackboard W Self-awareness: Autoepistemic logic

Reasoning methods

Description ProbCog Computable Robot Classification Semantic H H H H N
logics probabilistic classes and capability and clustering similarity o D |Str| bUt 1on axiom K .
inference inference properties matching methods measures
Knowledge n Interaction (KO[ A K(O{ — B)) - KB
acquisition KnowEob with humans
Web instructions knowledge representation Visualization H .
Web nsuctons o sualzal @ Knowledge axiom T:

S

o

© Positive introspection 4:

Dialog module and
speech interface

- Ka — KKa

© Negative introspection 5:

Online shops = = =

Integration with the robot

Observations of Robot middleware Interactive
humans clients and services| | query interface

J%ﬁ‘ 11ROS - |
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Self-awareness: motivation : 9, References 1

https://www.youtube.com/watch?v=ymUFadN_MO4 (How Watson
learns)
DOI: 10.1147/JRD.2012.2186519, Automatic knowledge extraction

true autonomy requires self-awareness
o yred from documents, J. Fan, A. Kalyanpur, D. C. Gondek, D. A.

© autoepistemic logic captures just one aspect: awareness of Ferrucci. IBM J. RES. DEV. VOL. 56 NO. 3/4 PAPER 5. 2012
own knowlle(?ge. _ _ _ _ YAGO2: A Spatially and Temporally Enhanced Knowledge Base

O resource limitations: anytime algorithms, active logic from Wikipedia, Johannes Hoffart, Fabian M. Suchanek, Klaus

© interaction: distributed knowledge Berberich, Gerhard Weikum, Artificial Intelligence Journal, vol.

194, pp. 28-61, 2013

Representations for robot knowledge in the KnowRob framework,
Moritz Tenorth, Michael Beetz, Artificial Intelligence Journal, in
press, available on the journal site

Logics for Artificial Intelligence, Raymond Turner, Ellis Horwood,
1984
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@ interaction: shared knowledge
© explanation of own behaviour (trust)

Knowledge Representation

References 2

Logic In Action, Johan van Benthem, http://www.logicinaction.org,
2012

Rete: A Fast Algorithm for the Many Pattern/ Many Object Pattern
Match Problem, Charles L. Forgy, Artificial Intelligence Journal,
vol.19 (1982), pp. 17-37.

https://arxiv.org/pdf/1201.4089.pdf, A Description Logic Primer,
Markus Kroetzsch, Frantisek Simancik, lan Horrocks

Qualitative Spatial Representation and Reasoning, Anthony G
Cohn and Jochen Renz, Handbook of Knowledge Representation,
pp. 551-596, Elsevier, 2008
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