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Demo of aliasing
• Aliasing (eng) = vikning (swe)

DEMO Shows that aliasing is very
noticable when animated:
called ”crawlies” in that case...

Called
the
”jaggies”
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CG is a sampling 
and filtering process

• Pixels

 Texture

 Time

This is what
we will study
now

A reasonable
solution is 
mipmapping
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Mobile case
• Small display, but held very 

close to your eyes

• Our measurements in 2003:
– Average eye-to-pixel angle is 1—4 times larger for 

mobile than for a laptop/desktop

• “These display conditions implies that every 
pixel on a mobile phone should ultimately be 
rendered with higher quality than on a PC 
system.”

– from “Graphics for the Masses: A Hardware Rasterization Architecture for 
Mobile Phones”, SIGGRAPH 2003, Akenine-Möller and Ström

pixel

eye

angle
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Today: dramatic changes since 2003

5

order to access off-chip memory (such as system RAM), one need to drive high-capacitances for the buses, 

and this costs a lot in terms of energy. Hence, memory accesses are very expensive in terms of energy 

compared to computation in mobile phones [Fromm 1997], and we will see how this observation is used 

later in the article. 

 

The resolution of mobile phone displays has increased steadily in recent years. Figure X plots a diagram for 

a set of models from Sony Ericsson (T68m, T610, K600, K800i and W880i), where the angle between two 

pixels to one point on the retina is plotted against the year the handset was first sold. PlayStation Portable 

(PSP), iPod Video (“apple1”) and the iPhone (“apple 2”) are also shown. A viewing distance of 30 cm was 

used for all portable units, and 60 cm was used for the 24” desktop display of 1920x1200. As can be seen in 

the diagram, while at first mobile phones had vastly inferior resolution, they are now starting to surpass that 

of desktop displays. Naturally, it is not meaningful to increase resolution further than the resolution of the 

eye. While the resolution of the eye depends on contrast and viewing conditions, it is in the order of 1 arc 

minute (1/60th of a degree, plotted in the diagram in black) [Deering1998]. 

 

 
Fig X. The resolution of mobile phone displays has increased rapidly, and their corresponding retinal angle 

has surpassed or is on par with that of large desktop displays even considering the fact that they are viewed 

at half the distance. 

 

It should be noted that the display is a major power consumer in a mobile device, and it has been reported 

that about 30% of the power is consumed by the display in a laptop [Margi et al. 2005], mainly due to that 

inefficient backlighting is needed. Exactly how much is consumed by graphics-intensive applications, such 

as games, is not well-known, but it can be expected to be a high percentage of the remaining consumption. 

In this survey, we do not consider algorithms or technology for reducing power consumption in the display. 

However, it should be noted that using LEDs (light emitting diodes) offers promise for highly energy-

efficient displays. Each pixel would then “consist” of several LEDs, and the issue of backlighting would be 

avoided altogether. Examples include organic LEDs [Shinar 2004] and nanoLEDs [Appell 2002]. 

 

In the following, we will first discuss application programming interfaces (APIs) specifically developed for 

mobile devices, and why this is so. After that we will discuss high-level algorithmic improvements for 

handheld GPUs. 

Apple
iPhone

PSP
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So, we do not need to care 
about antialiasing? Or what?

• Even though display technology has 
changed a lot, aliasing is still
– visible, 
– disturbing, and
– even on a PC, it is visible and disturbing.

• Example:
– Playing a game on the PSP. First thing you 

notice is jaggies and crawlies...

6
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What should we do?
• Well, if you have ”aliasing”, all you got to do, is to 

”turn on antialiasing”...
• We want the ”average color” seen in the gray 

pyramid below [integral]

Image courtesy of Bill Mark,
University of Austin, Texas
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That’s simple: solve it 
analytically...

• In this case, it is simple:

• How about this case:

• It is actually very very hard!
– Especially if you want to use limited 

computing resources...
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Standard solution in graphics:

• Turn to ”point sampling”
– i.e., evaluate ”color” in certain points

Point sampling using
a single point is what 
we’ve done so far...
Using a sample at the 
center of each pixel

Using more samples per
Pixel can give a more 
accurate estimate of the 
pixel’s color

Images courtesy of Bill Mark,
University of Austin, Texas
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Screen-based
Antialiasing

• One sample per pixel is not enough
• Hard case: an edge has infinite frequency content

– Means no sample rate can fix this for us...

• Supersampling techniques: use more samples

NOTE: frame buffer
needs to be 4x as big!
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Another example

Instead of:
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How to compute the color of a 
pixel from samples?

• wi are the weights in [0,1]
– Depends on the filter you use!

• c(i,x,y) is the color of sample i inside pixel
• p(x,y) is the color of the pixel
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Sampling theory

• The filter weights, wi
– The figure below assume a pixel starts at -0.5 and 

ends at +0.5

Box
filter

Tent
filter

Sinc-filter: ideal in theory, not
in practice...
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Box filter Sinc filter

Tent filter

Results using different filters
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Mobile supersampling
• Increase the sampling rate, and hope for 

the best
– There are good ways and bad ways...

• What can we afford in the mobile case?
– As little as possible...
– Still want good quality!

1 sample
per pixel

4x4 samples
per pixel
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Standard supersampling schemes

• A study by a researcher called Naiman:
– Near-horizontal and near-vertical edges are the most 

annoying to humans
• Then comes near-45-degree edges...

– RGSS: is very good for those cases!

• Rotated Grid Supersampling (RGSS)
– Good for near horizontal and vertical edges
– Cost: 4 samples/pixel
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• Bad: 1, 1x2, 2x1, 2x2...
• Good: RGSS

– Quite expensive though!

Standard supersampling schemes
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NVIDIA’s Quincunx sampling

• Good news: cost is only 2 samples/pixels
– The rest comes from sharing samples with 

neighboring pixels

2 generated samples per pixel
5 samples used to
compute color of pixel

• Still, RGSS quality is much better!
– Check bottom edge of black triangle

DEMO
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A new inexpensive 
multisampling scheme

• Combine good features of two existing schemes
• Quincunx scheme by NVIDIA:

• [Weights sum to one!]
• Rotated Grid Supersampling (RGSS)

– Good for near horizontal and vertical edges

2 generated samples per pixel
5 samples used to
compute color of pixel

Weight=
1/8

Weight=
1/2
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FLIPQUAD supersampling

Quality: quite near
RGSS (costing 4 
samples) 
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Single Sample

Visual Results: FLIPQUAD

Concentrate on two things:

Aliasing near horizontal 
edge

“jerk” when angle is 
near 45

o
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Visual Results: FLIPQUAD

NVIDIA Quincunx

Note “jerk” at 45
o 

angle still visible

Four mid gray levels, 
but only two effective 
for near horizontal 
edges

1 2 3 4
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Visual Results: FLIPQUAD

FLIPQUAD (proposed scheme):

1 2 3

Three mid gray levels, 
but effective since 
evenly spaced out

No “jerk”
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Visual results: FLIPQUAD
Full scene example:

Single
Sample

Quincunx FLIPQUAD

Finnish research group has shown that FLIPQUAD is the
best sampling scheme at 2 samples/pixel

FLIPQUAD implemented in ATI/Bitboy’s architectures
DEMO
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Supersampling vs 
multisampling

• There are actually two types:
– Supersampling: any type of sampling that uses more 

than one sample per pixel
– Multisampling: is supersampling, but with the 

restriction that the fragment shader (texturing etc) is 
only evaluated once per pixel.

• Cheaper but lower quality
• Only affects edges, not shader antialiasing..
• Hence, supersampling can provide better texture sampling



© 2007 Tomas Akenine-Möller 26

High-quality antialiasing
• Use jittered sample points

– Replaces aliasing with noise
• Humans easily accept a bit of noise, rather than 

aliasing, which is disturbing

Divide pixel into 
nxn subpixels, 
random  position 
inside  subpixel
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High-quality antialiasing (2)
• Sample positions may differ spatially but not temporally

– Each pixel must use same sample locations every frame

Image from
ATI’s  SMOOTHVISION sampling
[Note: this is not exactly jittered sampling,
rather random/interleaved sampling]
Though, positions of samples are programmable

Pattern is
pseudo-random,
and repeatable  
manageable for HW
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ARM/Falanx architecture designed so that these two
modes run at approximately the same speed
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Check out the power of
antialiasing of transparency

Images courtesy of Falanx
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Images courtesy of Falanx

Texture sampling becomes better
with supersampling techniques
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Next time...
• Is the last lecture

– Jury will be here to judge the ones competing
• Is anyone part of the competitions?

– iPhone Project?
– Graphics Hardware optimization?

• You need to notify me whether you want to be part 
of the competition

• Project deadline is on Friday this week
– You shall deliver: report + source code
– Send by email to me and Magnus!

• Check out the list of required readings (papers etc) on 
website.
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Intro to another topic:
Real 3D Graphics...

32

Stereo graphics used
to be painful

• LG predicts 3D TV market > 30 million units by 2012
• Korea starts 3D Full HD broadcast next year
• Need a new type of displays for *real* 3D
• Known as autostereoscopic displays
• No need for extra glasses or other peripherals
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• Philips manufactures one display with 9 views
• Displays for mobile phones are available
• Systems for 3D TV and video have been built

– 16 views
– 80 views

Multiple views
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Display type 1: lenticular displays

34
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Display type 2: parallax barriers

35

32 Computer

limited by the need to wear the headset and the iso-
lation from the real world caused by being able to
see only the head-mounted display. See-through
headsets are available, but the display is then
always seen against the background of the real
world, again limiting their applicability. 

All these technologies provide stereo parallax
and convergence cues. When combined with head-
tracking, they can provide movement parallax for
a single viewer.

AUTOSTEREOSCOPIC DISPLAY PRINCIPLES
Multiview and head-tracked autostereoscopic

displays combine the effects of both stereo parallax
and movement parallax to give 3D without glasses.
The best implementations produce a perceived
effect similar to a white-light hologram.

Figure 1 illustrates the multiview autostereo-
scopic display principle. In Figure 1a, when an
observer looks at a scene in the real world, he sees
a different image with each eye and different images
again when he moves his head. The observer can
view a potentially infinite number of different
images of the scene.

Figure 1b shows the same viewing space divided
into a finite number of horizontal slots. In each slot
only one image, or view, of the scene is visible.
However, the viewer’s two eyes each see a differ-
ent image, and the images change when the viewer
moves his head—albeit with jumps as the viewer
moves from slot to slot. Thus, a small number of
views can provide both stereo and horizontal
movement parallax cues.

The finite number of views required in Figure 1b
allows replacing the scene with a 3D display that
outputs a different image to each slot, as Figure 1c
shows. 

Head-tracked displays, in contrast, display only
two views to appropriate slots, tracking the
viewer’s head so that each eye always sees the cor-
rect view. If the image-generation process takes the
head position into account, it can simulate move-
ment parallax effects. Otherwise, a head-tracked
display only provides stereo parallax.

Figure 1. Multiview stereoscopic display principle. (a) Stereo parallax: When
viewing a scene in real life, an observer sees a different image with each eye.
Movement parallax: When he moves his head, the viewer sees different images.
The viewer could see an infinite number of different images of the scene. (b) The
number of images is finite, each visible in its own slot. Stereo parallax: Each eye
still sees a different image; movement parallax: each eye sees different images
when the viewer moves his head. (c) An autostereoscopic 3D display provides a
different image to each slot, producing both stereo and movement parallax with a
small number of views.

Figure 2. Two ways of manufacturing a two-view spatially
multiplexed autostereoscopic display. (a) Lenticular: An
array of cylindrical lenslets is placed in front of the pixel
raster, directing the light from adjacent pixel columns to
different viewing slots at the ideal viewing distance so
that each of the viewer’s eyes sees light from only every
second pixel column. (b) Parallax barrier: A barrier mask
is placed in front of the pixel raster so that each eye sees
light from only every second pixel column. 

(b)

Finite number of images

(c)

Autostereoscopic
display

Finite number of images

(a)

Set of
objects

Infinite number of images

Barrier mask

Viewer’s
eyes

ViewerLenslets
Pixels

Pixels

(a)

(b)
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How much does it cost?
• Brute-force

– With N views, it costs N times as much as a 
single image

– Our display has 9 views...
• Can we do something smarter?

– As shown below, the images are quite similar
– Let’s exploit this...

36
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Hasselgren and Akenine-
Möller sorted traversal 
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Sorted traversal
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Results

Green pixels are
approximated from 
centre view

Our algorithms

Brute force

Brute force
with extra cache
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Future...
• These displays are likely to be a big hit
• Need to mature a bit more

• Lots of new research to be done in this 
field

40
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The end


