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Data filtering 

•  Quantitative •  Qualitative 

Analysis	
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Qualitative analysis  

•  Bring structure to the data 
– Start by transcribing speech 
– Find key words, either from 

the material or from theory 
– Group and contrast 

statements 
– Draw conclusions 

Analysis	


•  Coding 
•  Data reduction 
•  Data display 
•  Conclusion drawing 

[Robson02 p476] 

Data analysis techniques 
[Runeson p68-69] 

•  Pattern matching 
•  Explanation building 
•  Time-series analysis 
•  Logic models 
•  Cross-case synthesis 

Analysis	
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Levels of formalisms 
[Runeson p64] 

•  Quasi-statistical – count occurrence 
and frequency of terms 

•  Template based – group statements to 
key words from theory 

•  Editing – create categories from the 
data itself 

•  ”Digging around” – play with the data 
and draw conclusions 

Analysis	


Quasi-statistical analysis 
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Example “fyrfältare” 

Positive Negative 

Manager ID1, ID3, ID4 

Engineer ID6 ID2, ID5, ID7, 
ID8 

Analysis	


Time series analysis 

•  Linking temporal relations between 
events 

IT domain 
decrease	


Lack of IT 
students	


Academics 
unemploy-

ment	


Negative IT 
publicity	


Reduced IT 
trust	


Negative 
academics 
publicity	


Reduced 
study interest	


High school 
reform	


Fewer math 
students	


Analysis	
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Desk	
 Sink	


Table	


Larder	


Stove	


Pattern matching –  
Protocol analysis 

•  Mapping empirical 
data to a model 

•  Example:  
–  Program 

comprehension 
[von Mayrhauser96] 

–  Software design 
[Owen06] 

Analysis	


Observability in qualitative 
analysis 

How can I trust a qualitative analysis? 
•  Quantitative – appropriate methods, 

fulfilled assumptions, significance 
•  Qualitative – reported methods, clear 

viewpoints, traceable conclusions 

Analysis	
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Traceability 

Analysis	


Example process 

[Höst et al 2010] 

Analysis	
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Task  
•  For chapters 10, 11, 12, 14 

1.  Team up with one who read the same 
chapter 

2.  List the data sources used 
3.  Assess the methods for data 

collection, based on checklist A.2  
4.  Assess the analysis, based on 

checklist A.3 
5.  Present and lead discussion in class  

Example analysis 
[Runeson ch 14] 
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3.4 Data Analysis

Once the data was collected through the interviews and transcribed (see Fig. 1), a three-stage
analysis process was performed consisting of: coding, abstraction and grouping, and inter-
pretation. These multiple steps were required to enable the researchers to efficiently navigate
and consistently interpret the huge amounts of qualitative data collected, comprising more
than 300 pages of interview transcripts.

Coding of the transcripts, i.e. the chunks, was performed to enable locating relevant parts of
the large amounts of interview data during analysis. A set of codes, or keywords, based on the
research and interview questions was produced, initially at a workshop with the participating
researchers. This set was then iteratively updated after exploratory coding and further discus-
sions. In the final version, the codes were grouped into multiple categories at different
abstraction levels, and a coding guidewas developed. To validate that the researchers performed
coding in a uniform way, one interview transcript was selected and coded by all researchers.
The differences in coding were then discussed at a workshop and the coding guide was
subsequently improved. The final set of codes was applied to all the transcripts. The coding
guide and some coding examples are published by Runeson et al. (2012, Appendix D).

Abstraction and grouping of the collected data into statements relevant to the goals and
questions for our study was performed in order to obtain a manageable set of data that could
more easily be navigated and analysed. The statements can be seen as an index, or common
categorisation of sections belonging together, in essence a summary of them as done by
Gorschek and Wohlin (2004, 2006), Pettersson et al. (2008) and Höst et al. (2010). The
statements were each given a unique identifier, title and description. Their relationship to other
statements, as derived from the transcripts, was also abstracted. The statements and relation-
ships between them were represented by nodes connected by directional edges. Figure 3 shows
an example of the representation designed and used for this study. In particular, the figure shows
the abstraction of the interview data around cross-role reviews of requirements, represented by
node N4. For example, the statement ‘cross-role reviews’was found to contribute to statements
related to requirements quality. Each statement is represented by a node. For example, N4 for
‘cross-role review’, and N1, N196 and N275 for the statements related to requirements quality.
The connections between these statements are represented by a ‘contributes to’ relationship

N4
There is 

cross-review
of reqs

N326
There is good
collaboration

N15
There is 

good REVV 
alignment

N114
There is 
full test 

coverage

N196
The reqs. 
are clear

N1
The SRS is 
complete 

CC

C C

C
PDC

CC

P
N3 

Traceability
bt reqs & test 
cases exists

N275
The reqs

are 
verifiable

Fig. 3 Part of the abstraction representing the interpretation of the interviewee data. The relationships shown
denote C - contribute to, P - prerequisite for, and DC – does not contribute to
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4.1.1 Challenge 1: Aligning Goals and Perspectives within an Organisation (Ch1)

The alignment of goals throughout the organisation was mentioned by many interviewees as
vital in enabling cooperation among different organisational units (see challenge 2 in
Section 4.1.2). However, goals were often felt to be missing or unclearly defined, which
could result in ‘making it difficult to test [the goals]’ (B3:17). In several companies problems
with differing and unaligned goals were seen to affect the synchronisation between re-
quirements and testing, and cause organisational units to counteract each other in joint
development projects. For example, a product manager mentioned that at times, requirement
changes needed from a business perspective conflicted with the goals of the development
units; ‘They [business roles] have their own directives and … schedule target goals’ and
‘they can look back and see which product was late and which product was good’ (A3:74).
In other words, misaligned goals may have an impact on both time schedules and product
quality.

Many interviewees described how awareness and understanding of different perspectives
on the problem domain is connected to better communication and cooperation, both towards
the customers and external suppliers, and internally between competence areas and units.
When there is a lack of aligned perspectives, the customer and the supplier often do not have
the same understanding of the requirements. This may result in ‘errors in misunderstanding
the requirements’ (B3:70). Lack of insight into and awareness of different perspectives was
also seen to result in decisions (often made by other units) being questioned and require-
ments changed at a late stage in the development cycle with a subsequent increase in cost
and risk. For example, a systems architect described that in a project where there is a ‘higher
expectations on the product than we [systems architect] scoped into it’ (E1:20) a lot of issues

Table 3 Alignment challenges mentioned for each company. Note: a blank cell means that the challenge was
not mentioned during the interviews, not that it is not experienced

Id Challenge Company

A B C D E F

Ch1 Aligning goals and perspectives within an organisation X X X X X

Ch2 Cooperating successfully X X X X X

Req spec quality Ch3.1 Defining clear and verifiable requirements X X X X

Ch3.2 Defining complete requirements X X X X

Ch3.3 Keeping requirements documents updated X

VV quality Ch4.1 Full test coverage X X X X X

Ch4.2 Defining a good verification process X

Ch4.3 Verifying quality requirements X X X

Ch5 Maintaining alignment when requirements change X X X

Req’s abstract levels Ch6.1 Defining requirements at abstraction level well matched
to test cases

X X

Ch6.2 Coordinating requirements at different abstraction levels X X

Traceability Ch7.1 Tracing between requirements and test cases X X X X X

Ch7.2 Tracing between requirements abstraction levels X X X

Ch8 Time and resource availability X X X

Ch9 Managing a large document space X X X

Ch10 Outsourcing of components or testing X X
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noting that both company C and D develop safety-critical systems. At company F, a
project leader described ‘the correlation between the different test [levels]’ and different
requirement levels; at the most detailed level ‘test cases that specify how the code should
work’ and at the next level ‘scenario test cases’ (F8:16).

4.2.7 Practice of Traceability Responsible Role (P7)

For large projects, and for safety-critical projects, the task of creating and maintaining the
traces may be assigned to certain roles. In company E, one of the interviewees is responsible
for consolidating the information from several projects to the main product level. ‘This is
what I do, but since the product is so big, the actual checking in the system is done by the
technical coordinator for every project.’ (E3:54) In one of the companies with safety-critical
projects this role also exists; ‘a safety engineer […] worked with the verification matrix and
put in all the information […] from the sub products tests in the tool and also we can have
the verification matrix on our level’ (C2:104.)

4.2.8 Tool Support

Tool support is a popular topic on which everyone has an opinion when discussing
alignment. The tool practices used for requirements and test management vary between
companies, as does the tool support for tracing between these artefacts.

& Tool support for requirements and test management (P8.1) varies hugely among the
companies in this study, as summarised in Table 5. Company A uses a test management
tool, while requirements are stored as text. Companies D and E use a requirements
management tool for requirements and a test management tool for testing. This was the
previous practice at company F too. Company C uses a requirements management tool
for both requirements and test, while Company F aims to start using a test management
tool for both requirements and testing. Most of the companies use commercial tools,
though company A has an in-house tool, which they describe as ‘a version handling
system for test cases’ (A2:208).

& Tool support for requirements-test case tracing (P8.2) is vital for supporting trace-
ability between the requirements and test cases stored in the tools used for requirements
and test management. Depending on the tool usage, tracing needs to be supported either
within a tool, or two tools need to be integrated to allow tracing between them. For some
companies, only manual tracing is supported. For example, at company D a systems
architect describes that it is possible to ‘trace requirements between different tools such
as [requirements] modules and Word documents’ (D3:45). However, a software manager
at the same company mentions problems in connecting the different tools and says ‘the
tools are not connected. It’s a manual step, so that’s not good, but it works’ (D1:111).

Table 5 Tool usage for requirements and test cases, and for tracing between them. For company F the tool
set-up prior to the major process change are also given (marked with ‘previous’)

Requirements tool Tracing tool Testing tool

Requirements C, D, E, F (previous) F

Traces C D, E, F (previous) F

Test cases C A, D, E, F (current and previous)
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between degree of rigour and incentives for alignment are similar to other findings
concerning safety-critical development. Namely, that alignment is enabled by more rigorous
practices such as concurrently designed processes (Kukkanen et al. 2009) or model-based
testing (Nebut et al. 2006, Hasling et al. 2008). Furthermore, companies in safety-critical
domains have been found to apply more rigorous processes and testing practices (Runeson et
al. 2003). In contrast, neglect of quality requirements, including safety aspects has been
found to one of the challenges of agile RE (Cao and Ramesh 2008).

Interestingly, several alignment challenges (e.g. tracing, communicating requirements
changes) were experienced also for the companies developing safety-critical software (C
and D) despite having tracing in place and applying practices to mitigate alignment chal-
lenges (e.g. frequent customer communication, tracing responsible role, change management
process involving testers etc.) This might be explained by a greater awareness of the issues at
hand, but also that the increased demands posed by the higher levels of quality demands
requires additional alignment practice beyond those needed for non-critical software.

When the documentation and tracing practices are directly enforced from outside the
organisation, they cannot be negotiated and the cost has to be taken (Watkins and Neal
1994). In organisations without these external requirements the business case for investing in
these practices needs to be defined, which does not seem to be the case for the studied
organisations. Despite the existence of frustration and rework due to bad alignment, the
corresponding costs are seldom quantified at any level. Improving alignment involves short
term investments in tools, work to recapture traces between large legacies of artefacts, and/or
in changed working practices. The returns on these investments are gained mainly in the

Little rigour Muchrigour

External
enforcement

Weak
enforcement

D

A

B

C

EF

Applied
alignment
practices

Incentives 
for 
alignment
practices

Fig. 4 Rough overview of the relationship between the variation factors size, rigour in applying alignment
practices and incentive for alignment practices for the studied companies. Number of people in software
development is reflected by the relative size of the circle
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Quantitative analysis  

•  Purpose: 
–  Explore phenomena 
–  Test hypotheses 

•  Toolbox 
–  Graphical methods 
–  Statistical methods 

•  Note!!! 
–  Most quantitative analysis assumes random 

sampling 

Analysis	


About statistics 

 Nothing is wrong per se in applying any 
statistical operation to measurements of 
given scale, but what may be wrong, 
depending on what is said about the 
results of these applications, is that the 
statement about them will not be 
empirically meaningful or else that it is not 
scientifically significant. (p. 100) 

 
Adams, Fagot, & Robinson. (1965). A theory of appropriate 

statistics. Pm, B(2): 99-127. 

Analysis	
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Result validation 

Validate data – not conclusions 

Feedback	


 
Sender	
  

Receiver	
 
Message	


Analysis	


Result validation 

•  Audit trail 
•  Feedback 
•  Peer debriefing 
•  Triangulation 
•  Prolonged involvement 

Analysis	




14 

Qualitative vs Quantitative 

•  Closer to the 
phenomenon 

•  Richer in terms of 
expression power 

•  Easy to measure 
•  Easy to analyze 
•  More exact 

Analysis	


Yin’s advice for analysis (p137) 

1.  Attend all the evidence 
2.  Address all major rival explanations 
3.  Address the most significant aspect 
4.  Use your own prior expert 

knowledge 

Analysis	
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Validity 

•  Construct  
Are we measuring/observing the right thing? 

•  Internal  
Is the study conducted well? 

•  External  
Is the setting representative? 

•  Conclusion/reliability  
Are the statistics/analyses used correctly? 

Analysis	


Task 

For each of the study types, survey, 
case study and experiment, place them 
on the scale high-to-low for: 
•  Construct validity 
•  Internal validity 
•  External validity  
•  Reliability 
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Construct Validity 
High Low 

Survey 

Case study 

Experiment 

Analysis	


Internal Validity 
High Low 

Survey 

Case study 

Experiment 

Analysis	
Analysis	
Analysis	
Analysis	
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External Validity 
High Low 

Survey 

Case study 

Experiment 

Reliability 
High Low 

Survey 

Case study 

Experiment 
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Validity - Countermeasures 
Strategy Reactivity Research-

er bias 
Respon-
dent bias 

Prolonged 
involvement 

– + – 

Triangulation – – – 

Peer debriefing 0 – 0 

Member checking – – – 

Negative case 
analysis 

0 – 0 

Audit trail 0 – 0 
[Robson 2002] 

Analysis	


Task on “your” case study 

•  Are there any quantitative data 
analyses? 

•  How are the results validated? 
•  Which types of generalization are 

made? 


