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Abstract

The aim of the project is to study how cooperation of AIBO robots could be
achieved. In order to do that a specific problem, in which two robots have to
pass the ball between them, was introduced. To cooperate, the robots must be
able to communicate, therefore a suitable module was developed. In order to
design the solution there was the need for an analysis of the existing framework
used by Team Chaos in RoboCup. It was found that self-localization module was
not functioning sufficiently well. This made it difficult to create a deliberative
solution due to the lack of an environment map. Therefore a reactive approach
was taken. While performing the passes each of the robots had a specific role:
receiver or kicker. This role was decided taking into account, among other
things, the information received from the other robot. Several experiments
were undertaken investigating how effectiveness at the given task depends on
the type and amount of shared information. Four solutions were implemented
and their results compared. It has been shown that given the circumstances the
robots may cooperate with reasonable accuracy.
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Chapter 1

Introduction

The aim of the project is to define and solve some problems of cooperation
between robots. The robots used are AIBO ERS-7. They interact in a soccer
environment, one that is used in the RoboCup [1] competition. RoboCup is a
robot conference and tournament in which teams of different universities and
nationalities participate. There are different leagues, each with its own rules,
for different types of robots. In the four-legged league the teams are formed by
AIBO robots, the same ones as the used in this project.

The rest of this Chapter describes the robots, the environment and the
framework used. It also gives some notions about cooperation and explains
the goal and scope of the project. The framework used was very new and
no documentation or specification was provided. That is the reason why the
first step was analysis and evaluation. Those are explained in Chapter 2. The
robots, in order to cooperate, need a communication facility. No such module
was available in the framework, so it had to be developed. The details are
shown in Chapter 3. In Chapter 4 the Ball Passing problem is presented and
the proposed solutions and their results discussed.

1.1 The Robots

The robots used in the problem are two ERS-7 [2, 3], the last generation of the
ATBO Robots developed by Sony Corporation. ERS-7, as the rest of the AIBO
family, is a four legged robot with the appearance of a dog. It is around 20
cm high, 18 cm wide and 32 cm long. Its head as well as each leg has three
degrees of freedom. In addition to that the robot has a tail and two ears that
can be moved, although it is mainly useful for debugging purposes. The other
actuators are LEDs and a speaker.

The main sensor of the robot is a CMOS color camera, with a resolution of
416x320 pixels, located in the head. AIBO also posses a set of infrared sensors
in order to measure distances, placed in the chest and in the head. In addition



it has an acceleration sensor for all three axes. Other inputs are a pair of
microphones and some buttons for interaction with humans. It has Wireless
LAN capabilities to communicate with the computer and other robots. The
different parts of the robot can be seen in Figure 1.1.
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Figure 1.1: Different parts of ERS-7.

The robots are white and grey, but for easier detection by image process-
ing routines, they were dressed with red patches similar to the official ones of
RoboCup. In Figure 1.2 a picture of the dressed robot can be seen.

1.2 The Environment

The environment where the robots act is just like the one used officially in
RoboCup. The Robot World Cup Initiative is a group of robotic activities



Figure 1.2: One of the ERS-7 used, with the red patches attached.

like conferences and competitions held every year [1, 4] and attended by differ-
ent universities from all around the world. It aims to promote the research in
robotics by defining a benchmark: making robots to play soccer. In the compe-
tition part of RoboCup there are many leagues: Simulation, Small Size, Middle
Size and Four Legged, among others. The field used in this project and also the
ball are the same as the ones used in the Four Legged League.

The football field is 420 cm long and 270 cm wide. It is surrounded by an
inner small white wall of 10 cm height to avoid that the robots go out of the
field. There is an outer white wall of 1 m high to avoid that the robots see
things from outside. The floor is a green carpet. One of the nets is yellow and
the other blue. There are also four landmarks, one in each corner of the field,
made of a combination of two colors: pink and blue or pink and yellow. They
are placed in predefined positions to allow the robots to localize themselves.

The only other object in the environment, except the robots themselves, is
an orange ball, 5 cm of radius. To make vision and object recognition easier (or
at all feasible) objects are uniquely colored. In Figure 1.3 a schematic of the
field can be seen. A photo of the field is shown in Figure 1.4.

As it will be said in Chapter 4 only the ball and the other robot will be
considered and used in the Ball Passing problem, so the rest of the objects of
the environment will not be important.

1.3 The TCC Framework

TCC Framework is the software framework created by the members of Team
Chaos Challenges (TCC) and gets the name from that. TCC is a part of Team
Chaos, formed by students and professors of Lund University and Blekinge
Institute of Technology. TCC have participated this year in the Challenges part
of RoboCup 2004. This framework was build from scratch in order to participate
in this competition. The Framework is not only to be used in the RoboCup but
also in other projects like the one presented in this report.



Figure 1.4: Half part of the field.

The Framework is based on the OPEN-R SDK [3, 5, 6] and the Aperios Op-
erating System [3] provided by Sony to program the different Sony robots like
the ATIBO ERS-7. The TCC Framework is also based on Tekkotsu [7] that is an-
other framework for AIBO, developed by Carnegie Mellon University. Tekkotsu
provides the low level interface with the robot in order to get information from
it and order actions. In Figure 1.5 the relationship between Aperios, OPEN-R,
Tekkotsu and TCC Framework is shown.

The Framework consists of 4 modules (Tekkotsu, Vision, Communication
and Behavior) that operate in a Token Ring architecture, plus a fifth module
called WorldState that contains all the information concerning the environment



TCC

TEKKOTSY

OPEN-R

APERIOS

Figure 1.5: Relationship between Aperios, OPEN-R, Tekkotsu and TCC.

and the robot that can be accessed by the others. There exists yet another
module that operates at a lower frequency and is in charge of the localization.
This module can be disconnected when the localization is not used. The other
modules work cyclically: when is the turn for one of them it gets WorldState,
when it is done it leaves WorldState with the new data and passes the token to
the next module. The loop as it can be seen in Figure 1.6 takes the following
order: Tekkotsu, Vision, Communication, Behavior and finally Tekkotsu again.

Communication

Set

Behavior

Figure 1.6: TCC Framework Modules (Without the Localization Module).



1.3.1 Vision Module

The Vision Module takes the sensory information from the WorldState and
processes it. The main task is the recognition of the objects made in two steps:
first the Image Segmentation, and after that the Object Recognition.

Image Segmentation is a process in which the value of the pixels of the
image are transformed from the original range of values to a very reduced one.
In this case the segmentation has as results the colors used in the RoboCup
competition. In addition the result is given as blobs, that is groups of pixels
with the same color. The segmentation is done using the SRG algorithm [8] of
Team Sweden.

The inputs of the Object Recognition are the results of the Image Segmen-
tation. The aim of this module is to identify the different objects in the envi-
ronment (nets, other robots and landmarks) and estimate their position. Once
an object is identified its position is estimated taking into account the place of
the blob in the images, its size and the position of the head when the image
was taken. For each object the information resulting from Object Recognition
is the following;:

Distance The distance from the center of the robot to the center of the ob-
served object (expressed in mm).

Theta The horizontal angle from the center of the robot to the center of the
object (expressed in radians).

Epsilon The vertical angle from the center of the robot to the center of the
object (expressed in radians).

Confidence A value between 0 and 1 that gives information about how sure it
is that the object is there. In the frame that the object is seen Confidence
is set to 1. When time passes this value is decreased. When the value
reaches 0 there is no certainty at all that the object is there any more.

Accuracy Is a value between 0 and 1 that gives an idea of how much position
error is expected.

All these results are placed in WorldState so that other modules can make
use of them.

The Vision Module is also in charge of taking the information from the
infrared sensors a preprocessing it. In addition it has the responsibility of the
head movements.

1.3.2 Communication Module

This module is responsible for the communication between the different robots
and the computer and among the robots. It is explained in Chapter 3.



1.3.3 Behavior Module

The Behavior Module takes the information produced by the Vision Module
and the one stored in the received messages in order to take different actions.
These actions as will be explained in Chapter 4 are mainly done by Finite State
Machines and some basic behavior functions.

The different actions are performed by modifying some properties of the
robot present in the WorldState:

e Related to the movement of the head:

setPan Sets the pan angle of the Head overwriting the desired position
given by vision.

setTilt Sets the tilt angle of the head overwriting the desired position
given by vision.

setINod Sets the nod angle of the head overwriting the desired position
given by vision.

Object.Importance This value tells Vision Module the importance of
every object. Then Vision will move the Head according to it. The
value must be between 0 (not important) and 1 (most important).
When one object has importance of 1 and the rest 0 the Vision makes
the head to move until it sees that object, and then stays all the time
looking at it.

e Related to the movement of the robot:

Speed Gives the velocity of the translation movement. Must be a value
between 0 (stop) and 1 (maximum velocity)

Alpha Tells the angle of the translation movement, expressed in radians
between 0 and 27. 0 Means forward and 7 backwards

Spin Tells the robot the rotational velocity. Between -1 and 1. -1 means
maximum velocity clockwise, 1 maximum counterclockwise and 0 no
rotational movement.

e Related with two low level filters that the robot has to avoid obstacles:

CollisionDetection When it is set to true, if the infrared sensor of the
chest finds something in front of it, then it makes the robot to turn
around to avoid the obstacle. The actions given by Speed, Spin and
Alpha are not taken in account. It can be very useful when the robot
gets stuck against the boundary wall.

ObstacleAvoidance This Filter is a little more complex. It makes the
robot to go around an object, when the robot founds an object in
front of itself then turns around the object. A list of the objects to
avoid must be provided.

e Related to their types of actions:

WagTail If it is set to true it moves the tail. If false is stopped.



FlapEars If it is set to true it moves the ears. If false is stopped.

Switch LEDs The LEDs are controlled with some variables of World-
State.

1.3.4 WorldState Module

The WorldState holds all the information concerning the environment and the
robot so the different modules can share it. The data contained in WorldState
is: sensor information, processed sensor information, the actions to take, the
messages to send and received, etc.

1.3.5 Tekkotsu Module

This module makes two things. First it reads the WorldState and moves the
effectors in the appropriate way. Then it reads the sensor information and copies
it to WorldState so that any module can read it. It is, as it was said before, the
only interface with the robot.

More information about the Framework can be found in Chapter 2 were the
different features of it are analyzed.

1.4 Cooperation

When two or more robots coexist in the same environment it can be said that it
is a multi-robot system, but that does not mean that it is a cooperative system.
There can be two robots performing different tasks and having no idea of the
existence of the other. Cooperation occurs when some robots work together to
perform a common task. It is not necessary that they know about the existence
of the others. If a robot knows about the existence of the other it can be said
that it has the Awareness property. A robot with this last property can be
coordinated or not. Coordination occurs when the actions performed by each
robot take in account the actions executed by the other, this does not mean
that communication needs to take place [9].

In this project the robots cooperate since the passing ball is a common task.
They are also aware since they know of the existence of the other robot. In
addition, as it will be shown in future sections, they are coordinated.

There can be cooperation and even coordination without communication.
In coordination without communication robots coordinate by making use of
stigmergy, this is they know about the other and decide their actions just by
perceiving the environment [9, 10, 11]. Some experiments designed to solve the
problem work with communication, others do without it.

Tocchi [9] and Murphy [12] divide the groups of robots in homogeneous, those
in which every robot has the same structure (both in a hardware and software
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perspective), and heterogeneous when at least one of the robots has a different
property than the others. In this problem the robots are the same and also their
software, so they are homogeneous. They do another classification: distributed
and centralized systems. Centralized are those in which there is one robot or
computer that makes decisions for others. In distributed ones, as in this project,
each robot takes its own decisions.

One of the problems of multi-robots system that Murphy [12] lists is inter-
ference. Having more than one robot makes the possibility that they interfere
with each other making the success more difficult. This was observed in the
experiments.

1.5 Goal of the Project

Many types of different cooperation problems could be defined: cooperative
movement of objects, searching for objects, passing the ball from one robot
to the other, etc. After much deliberation, due to the requirements of those
problems, the Ball Passing was chosen. Cooperative movement of objects would
need from vision module the recognition of those possible objects, and it was not
available. Searching for objects in a cooperative way needs a self-localization
facility that, as it will be shown in Chapter 2, is not working sufficiently well
for such a purpose.

The Ball Passing problem may be formulated as follows: there are two robots
on the field. At first both have to find the ball, and after that they should start
to make passes from one to the other. In this thesis it was intended to define,
solve and analyze a family of such problems, varied by different amount and
type of information shared.
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Chapter 2

Analysis of the TCC
Framework

In order to do the experiments with cooperation between the AIBO robots,
more exactly how the Ball Passing problem, it was necessary to know the qual-
ity of the TCC Framework. In a design process analysis is always present in
order to identify the weaknesses of the approach [13]. Statistics must be taken
because two measures are never the same in a dynamic environment due to the
complexity of robot-environment interaction. Because of the early state of the
Framework not everything was working perfectly. In addition, no tests of its
capabilities have been made. In order to continue with the behavior part of
the project it was necessary to know how Vision, Localization and the basic
behaviors worked. The previous experience was that while working with the
Framework, if something failed it was very difficult to localize the source the
problem (Segmentation, Object Recognition, Localization).

It was really important to know whether the Localization worked and to what
extent, because in order to do some kind of cooperation the self localization is
extremely important. Some of the objects in the environment, as Landmarks
and Nets, were analyzed, even though finally they were not used at all in the
final solution of the problem. In the next sections the analysis of the different
parts of the Framework is presented.

2.1 Vision

2.1.1 Segmentation

The most basic step of Vision is the Segmentation. If it is not working prop-
erly then the Recognition will not work, and not Localization, and so on. The
segmentation used is SRG Segmentation from Team Sweden (based on region
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growing) that has been used before without problems. So the only thing remain-
ing to be tested was to check if the current color tables were working properly.
In order to do it a total of 85 frames of the field were taken from different places
and of the different objects and colors of the environment.

The images are correctly segmented with all the defined colors identified in
most of the frames. Sometimes when an object is near the borders or corners
of the frame is not properly segmented. The reason is that the image got from
the camera is darker on the borders. This is not a big problem since a color
that is in the center and also in the borders is expanded from the center to the
outer region most of the times. Then only small objects close to the borders
are sometimes not seen. But this is not a problem because they usually will be
recognized in the next frame when robot will turn the head towards them. A
possible solution, as it was commented during the developing of the Framework,
is to make a filter of the image that will remove these differences of color of the
borders. In Figure 2.1 this problem can be observed.

Figure 2.1: Colors not segmented in outer region.

Other problem found is that when the ball is very close to the yellow net
the difference between the colors is not big enough and the net is segmented as
orange. So this is something to take in account while developing the behaviors.
A similar problem is that the blue net is sometimes seen as carpet, in one of the
pictures, when the robot is very close to it. Also pink is expanded on the wall
in one of the frames, but it is only one case of a big number of frames where
pink appears. Next three figures show these problems.

Figure 2.2: Yellow net segmented as orange.

The color table for green is not very good since lots of times it is seen as
carpet. This is not a problem because green is not used at this moment.

As a conclusion it can be said that the segmentation with these current color
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Figure 2.3: Blue net segmented as carpet.

Figure 2.4: Pink expanded to the wall.

tables works rather well and most of the colors are segmented correctly in most
of the frames. All the images taken and segmented can be seen in Appendix A.

2.1.2 Object Recognition

In order to test the Object Recognition some measures of the object properties
(confidence, distance, theta, epsilon) were taken from fifteen different positions.
These positions can be found in Appendix C. From each one of these positions
and for every one of the objects seen, one thousand measures were taken, one
measure every six frames of the framework. To evaluate theses measures some
statistics have been calculated: average of the measured distance, average of the
error of the distance, average of the absolute value of the error of the distance,
minimum and maximum error of the distance, percentage of the distance error;
average, minimum and maximum values of the error of the theta coordinate,
and number of measures with confidence bigger than 0. These statistics can
be found in Appendix B. In addition all the measures taken can be found in
http://ai.cs.lth.se/xj/inaki/measures.tar

Ball

The recognition of the ball is very accurate in general. The average of the error
of the distance is around or below 10% for most of the fifteen cases analyzed.
When the distance to the ball is very big the relative error is bigger. Also in
one case the relative error is big when the ball is very close, but the absolute
error is small, in this case, only 10 cm.
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In case of the measure of the relative angle to the ball it can be seen that the
maximum error found for all the cases is 0.1 radians that is quite small. There
is one exception when the ball is very close (50 cm) to the robot and the error
is bigger (0.5 radians). For every of the fifteen different positions the average of
the absolute error of the angle is never bigger than 0.05 radians and in most of
the cases around 0.01 radians, except in the case where the ball is very close.

As it has been mentioned for every position one thousand measures were
taken, but not all of them were used to do the statistics, only the ones with the
confidence value bigger than zero. It can be seen for the different positions of
the ball how many times the confidence is bigger than zero. This will indicate
how often the ball is seen since confidence is set to 1 when the ball is seen and
is decreased with time. The closer the ball is, the more values we get with
confidence bigger than zero. On the other hand the bigger the relative angle to
the ball, the less often the ball is seen. This can be explained by the properties
of the camera and the movement of the head.

As a conclusion it can be said that the ball is recognized rather well. The
relative angle and distance are estimated reasonably well except for very long
and very short distances.

Nets

The nets are not seen with the same precision as the ball. The average of the
absolute error of the distance to the nets is in most of the cases between 20%
and 25%. Only in two cases it is around 15% and in one below 10%. But there
are also cases with bigger average errors, like the one where a net is seen from
on side instead of the front, with an average error of 43%, that is quite big. It
is probably because the net is seen from the side and then the size of the blob
is smaller than expected.

In other case the average of the error of the distance is 64.7%. Looking
deeper in the measures one can see that sometimes the nearest landmark is
recognized as the net so both the angle and distance are wrong. If the pink blob
of the landmark is not seen it is difficult to solve this problem, but in this case
the landmark is recognized at the same time, that is in the same frame. This
should not happen since landmarks and nets cannot have the same theta. It
can be a problem for some behaviors if the landmarks are often recognized as
nets. Due to this problem also big errors in the angle estimation were detected.

The estimation of other three distances to a net had big errors of 43.5%,
43.2% and 59%. They are probably too big to try to do any type of localization.

For the error in the relative angle to the net it may be seen that the average
of the absolute value of the error is in most of the cases below 0.1 radians, and
the maximum errors are in most of the cases bigger than 0.8 radians. These
results are worse that the ones received for the ball. In addition, the errors
of the angle for the measures where the distance estimation had big values are
bigger, with average error values of the angle of 0.3 and even 0.8 radians.
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The nets in the cases that they are seen, have confidence bigger than 0
for most of the frames. From most of the positions 100% of the frames have
confidence bigger than zero. Ounly when the angle to the net is 7/2 or —m/2
this percentage decreases to 50%, because when the dog is looking to one side
and turns the head to the opposite side, a lot of time passes and the confidence
decreases to zero.

To sum up it can be said that the errors in the distance are quite big (20-
25%) and also a bit too big in the angle estimation. Most problematic are those
cases where errors are bigger (around 50%) and landmarks are identified as nets.

Landmarks

Landmarks are recognized better than the nets. The averages of the error of
the distance go from 4% to a maximum of 30%. There are two cases where
errors of 85% and 81% are found. But in these two cases only in 9 of 1000
frames confidences was bigger than zero. That means that something was seen
as landmark but that in fact was not a landmark. It must be taken in account
that vision can sometimes report objects which in fact are not visible. Of course
the angles measured in these two cases are wrong, since no landmark was there.

The accuracy about the theta angle that indicates the position of the land-
marks is a little better than for the nets but worse than for the ball. The
averages of the errors have a range between 0.01 radians and 0.1 for the differ-
ent positions. The maximum errors for the different positions go from 0.05 to
0.7.

To conclude it can said that the landmarks are seen with much more precision
than the nets. The error in the angle is quite small, and in the distance in most
cases it is reasonably good (under 15%) and in some goes to 30% in average,
that is not so bad.

Robot

The recognition of the other robots was not implemented when the analysis was
done. The only recognition was made by detecting the main blob of the color
of the robot (red). This recognition calculates the angles (theta and epsilon)
pretty well, but they have not been analyzed in detail. The distance estimation
is not working since the blobs seen of the robot have different sizes depending
if they are from the front, side, back or legs.

A possibility to get an approximate distance estimation is to change the
clothes of the robot so every part has the same size. The robots were dressed
with patches of the same height. Then the distance was estimated based in
the height of the blob. This approach was tested but it did not work very well,
yielding a lot of bad measures. It was mainly because of no precise segmentation
but also because the blobs are seen in different ways depending on from which
side the robot is seen. Finally, the robot distance estimation was not used.

16



Another problem found was that sometimes parts of the environment were
identified as red blobs, and because there was no algorithm to decide whether
a red blob is a robot or not, then they were considered as robots. This made
passing the ball almost impossible since it tried to align with spots of the field
segmented as red instead of the robot. To solve this, very basic conditions were
added to the Vision Module to make the object recognition more restrictive:

e The blob must me at least three pixels high and three pixels wide.

e The blob must be seen in five consecutive frames.
These conditions remove most of the spurious blob detection since most of the
times the blob is seen only in one or two frames and its size is very small,

sometimes only one pixel. The problem of this restrictions is that sometimes
the robot is not identified, or it takes much time to do it.

The main characteristics of object recognition can be shown in Table 2.1 for
the different objects analyzed.

’ Object\ Ball \ Nets \Landmarks‘

Maximum of the average distance error | 1.7% | 13.3% 4.7%
Minimum of the average distance error | 19.9% | 64.7% 30.7%
Maximum distance error (mm) | 1318 | 3673 2783

Maximum of the average theta error (rad) | 0.101 | 0.119 0.109
Maximum theta error (rad) | 0.495 | 1.434 0.941

Table 2.1: Summarize of the analysis of object recognition.

2.1.3 Movement of the Head

The movement of the head allows the robot to see the environment in 180
degrees around it. But because the head is sometimes pointing too low near
objects that are high, like landmarks, they can not be seen. Maybe it could be
useful to change the movement of the head to circles, looking from left to right
with one tilt and nod angle, and from right to left with bigger values of these
angles. This will allow the robot to see the ball when it is near and also the
landmarks'.

2.2 Localization

In order to test the Localization the estimated position of the robot was mea-
sured from fifteen different places taking one thousand measures from each one.
These measures were taken at the same time as the measures of the objects

1Landmarks were finally not used for the proposed problem, so it was not necessary to
modify the head movement.
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(landmarks, nets and ball) so they can be compared. If the object recognition
is not working well then localization will not work, but it could happen that
object recognition was working properly but not self localization. The results
of the measures of the localization can be found in Appendix C. The measures
can be found in http://ai.cs.lth.se/xj/inaki/measures.tar

Localization was not working very well. Average errors of the distance for
the fifteen positions are between 50cm and 150 cm. That is too much for the
size of the field. Maximum distance errors are for most of the positions bigger
than 2 meters. Also the position estimation evolves jumping from one point to
another ones far away from the others. The estimation of the angle has average
errors between 0.2 and 0.7 radians. In addition the confidence value is always
set to zero, so it is never known how good is the estimation. All these things
make localization completely useless, at least for the purpose of this project.

The reason why localization is not working could be that the estimation
of the distance to the object is not accurate enough and that sometimes not
enough landmarks and nets are seen. On the other hand, the estimation of the
angle to objects is very good. In addition, from one position the two adversary
landmarks are seen with average distance errors of 25 and 33 cm. and with an
average of the angle error of only 0.035 and 0.039 radians. The net is seen from
that position with an average of the error of the distance of 50 cm and of 0.018
in the estimation of the angle. But as a result the localization has an average
error of 99 cm and a maximum distance error of more than 2 m. This means
that there is a problem not only with the Object Recognition module but with
the Localization as well.

2.3 Behavior

The behaviors available when the analysis was done were not basic and general
enough so it was decided to create new ones. Then none of the ones available in
the TCC Framework were analyzed, except the different kicks that were going
to be reused. It was important to know how they work, so the analysis focused
on them.

2.3.1 Kicks

The Framework has a total of thirteen different kicks, but there was no specifi-
cation of them. That is the reason why only some of them were analyzed. A kick
is a sequence of movements of the joints of the robot that under certain condi-
tions make the ball move. In Table 2.2 the basic information about all of them
can be seen. Only some of the forward kicks have been analyzed because kicks
HEADER and CHEST are harmful for the robot since it hits itself against the
floor. Side kicks (HEADLEFT, HEADRIGHT, LIGHTLEFT, LIGHTRIGHT,
LEFT100 and RIGHT100) have not been analyzed. Some tests were made of
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Kick Num \ WS Kick Name \ Direction \ Analyzed

1 TWOHAND Forward Yes
2 HEADLEFT Left No
3 HEADRIGHT Right No
4 LEFTLIGHT Left No
5 RIGHTLIGHT Right No
6 CHEST Forward No
7 CHESTLIGHT | Forward Yes
8 HEADER Forward No
9 BUTT Backward No
10 PUSH Forward Yes
11 CHEST100 Forward Yes
12 LEFT100 Left No
13 RIGHT100 Right No

Table 2.2: Kicks of the TCC Framework.

them but the result is that they are not accurate at all, and the resulting direc-
tion is highly dependent on the original position of the ball. BUTT kick was not
analyzed because it is useless to kick backwards in the context of the project.

To analyze the kicks each one of them was repeated 21 times and the resulting
position of the ball was measured. These measures can be found in Appendix D.
The ball was put close enough so that the robot could perform the kick. The
analyzed kicks are: TWOHAND (Kick 1), CHESTLIGHT (Kick 7), PUSH (Kick
10) and CHEST100 (Kick 11). In Figure 2.5 there is a graph with the resulting
positions for every kick. It gives a visually very first idea of the quality and
properties of each kick. Axes are in centimeters.

It can be seen that Kick10 makes the ball go around 50 cm from the center
of the robot, that is around 30 cm from where the ball was kicked. This makes
the kick useless for passing the ball to other robot. Kickl makes the ball go
farther (around 1 m or more), but not in all the occasions because sometimes
the ball is not well kicked and finishes very near. Kick7 sends the ball to a
distance around one meter. It can be seen that the angle deviation is big, but
this deviation occurs in the last part of the ball path. Kick11 has a distance of
around 1.5 meters and a small angle error.

When a kick is going to be performed the ball must be close to the robot
because if not then it is not sure what is going to happen. If it is close enough
then the kick will be performed correctly. If the ball is farther than a certain
range, called now Rangel, it will be touched but nothing will be known about
the performance of the kick. If the ball is even farther, more away than Range2,
then it will not be even touched by the robot. In Table 2.3 these distances
are shown for the analyzed kicks. The distances are measured from the chest
of the robot to the center of the ball. The third column of the table indicates
what happens with the robot after the kicking. These values were obtained
experimentally.

19



Kicks

-100 -50 0 50

Figure 2.5: All the results of the analyzed kicks.
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Kick Num \ Rangel \ Range2 \ What happens after the kick

1 5 cm 11 cm moves forward 5 cm
5 cm 9 cm moves backward 5 cm

10 10 cm 10 cm moves backward 4 cm

11 5 cm 12 cm moves backward 2.5 cm

Table 2.3: Conditions for the Kicks.

Some statistics about these kicks are shown below. In Figure 2.6 the main
statistical properties of the Y distance, i.e. how far the ball goes in the direction

the robot looks, can be seen for the four kicks.

4

Kick 1

Kick 7

Mean

Standard Error
Standard Deviation
Sample Variance

105.6190476
10.10020655
46.28496105
2142297619

Mean

Standard Error
Standard Deviation
Sample Variance

205.2380952
G.877208923
31.51532129
993.2154762

Range 173 |Range 102

Minimum 21 Minimum 162

Maximum 194 Maximum 264
Kick 10 Kick 11

Mean 54 023809852 Mean 136, 166GE6T

Standard Error
Standard Deviation
Sample Variance
Range

Minimum
Maximum

3.148163946
14,43128216
205.2613048
62
21
33

Standard Error
Standard Deviation
Sample Variance
Range

Minimum
Maximum

4470183406
2048495383
419.6333333
74

93

172

Figure 2.6: Y statistics for the four analyzed kicks.

2.4 Conclusions

As it has been said above, the object recognition and estimation of angles and
distances work reasonably well for the objects in the environment, in particular
for the ball. An exception is the recognition and distance estimation of the
other robot, since it is only recognized by the blob color without any shape
features and because of this there is no knowledge about the distance. This is
very important to take into account since the aim of the experiment is to pass
the ball from one robot to the other. So the design of the solution must consider
that the recognition of the other robot does not work rather well.

The other main conclusion that can be derived from the analysis is that
the self localization can not be used because is not accurate enough and no
information about the confidence is provided. Then no maps of the environment
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can be build and all the behaviors must be mainly reactive since the robots would
only have temporal and relative information about the environment.

2.5 Code of the Analysis

A program to store the measures taken was developed. It can be found as the
rest of the code of the project in the CVS of the TCC Framework. The files used
to do it were: W2File.h and W2File.cc that are located in TCC/Framework/
Behavior. These files are also available in http://ai.cs.1lth.se/xj/inaki/
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Chapter 3

Communication Module

In order to do the cooperation experiments with the robots a communication
functionality was necessary. The Communication Module of the TCC Frame-
work was not developed, so it was necessary to create it. The module should
be general enough to allow communication between every pair of robots and
also between a computer and any robot. In addition it was expected that ev-
ery module of the Framework (Vision, Behavior, etc.) would be able to send
messages to its corresponding module of another robot. Also it was assumed
important that the interface to send and receive messages would be easy to use
by every module. The interface used is one incoming mailbox in each robot per
pair of communicating units so every module can read messages from there. In
addition, there are outgoing mailboxes to send messages to the other robots or
to the computer.

3.1 Description and Implementation

As it has been observed above, a connection between every pair of robots or
robot and computer is necessary to be established. This communication is made
using the Wireless-LAN facility of the AIBO robot and TCP/IP connections.
TCP enables two hosts to establish a connection and exchange streams of data.
It also guarantees delivery of data and that packages will be delivered in the
same order in which they were sent. That is the reason why it was decided to
use TCP instead of UDP that provides few error recovery services.

OPEN-R has the TCP/IP functionality built-in [14]. The creation of the con-
nections, sending and receiving is made by using the interface given by OPEN-R.

The first thing that the Communication Module does is to create the the
TCP connections. In a TCP connection there is always a client and a server.
The server is running waiting for a client connection. When the client tries to
connect then if the server accepts the connection it is established. Since then
there is no difference between server and client and both of them are able to send
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and receive messages through that connection. As connections must be created
between all robots, for each connection one robot must be the server and the
another one the client. It was decided that robots with higher IP would be th
servers for the robots with lower IP. In addition every robot is the server for the
computer-robot connection, so a telnet client can be used from the computer to
communicate with the robot.

The OPEN-R does not provide the facility to the server to identify from
which TP a connection is requested. This is an important issue in order to
know with which robot the communication is being established. To solve this
problem, a different port is used depending on which robot the server is receiving
the connection from. Connections from the computer will be made from the port
PORTBASE, connections from Robotl to any other robot will be made from
port PORTBASE + 1, from Robot2 to Robot3 or higher from PORTBASE +
2, and so on. This is also useful for debugging purposes since a connection from
the computer can be done pretending to be done from any robot.

In the beginning every robot is set as a server for the computer, and a server
for every robot with lower IP number than itself. In addition it tries to connect
as a client to the robots with higher numbers than its own. When connections
are requested or accepted a function is called automatically by the system and
the connections are established. Once all the connections between one robot
and the rest of the hosts exist ,the communication between them may start.
The communication with the computer is treated in a separate way, since it
is not always necessary. Once the connection with the computer is established
communication can start.

In every loop of the Framework the outgoing mailboxes are checked to see if
there are new messages to send. The mailboxes are buffered because there can
be more than one message to send, but only one message per connection and
frame can be sent. The reason is that until the message is received no other
message can be sent through that connection, so if the previous message has
not been completely sent then the new message has to wait.

Messages can be received in any moment of the Framework loop, by a call
from the system to a function that must deal with the received message. This
function can not copy the message directly to the incoming mailbox since there
is no synchronization and in that moment there could be a module making use
of that mailbox. So messages are copied to a temporary mailbox. When it is
turn for the Communication Module, it reads the temporary mailboxes to see
if there are new messages. If there are any, they are copied to the incoming
mailboxes so that any module can read them. If the incoming mailboxes are
full the oldest messages are deleted without being read by any module.

Every module can make use of the outgoing mailboxes to send messages
and of the incoming mailboxes to read them. The first character of the message
indicates the type of the message in order to know which module has to take care
of it. The reading function of the incoming mailboxes must be done separately
for each module, since each one does a different task. Once a module has
read a message from the incoming mailboxes it must mark it as read so that
this position in the buffer can be reused. The incoming mailboxes are objects
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of the WorldState. To send a message there is a PutMessage function in the
WorldState that copies the message to the outgoing mailbox in an appropriate
place.

The different type of messages handled by the Communication module are
the following:

W If a W is received as the first character then the WorldState structure is
sent. This is requested mainly by the computer in order to receive the
whole state of the robot.

E This is the Echo message and the received message is sent back without the
initial E. It is really helpful for debugging purposes.

S If the first character is an S then the received message is the SharedInfo
structure that contains information to share between the robots.

B If a B is received as the first byte, then an integer with the size of WorldState
is sent. It is requested by the computer.

In the Behavior Module two types of messages may be sent or received:

P This message contains the information that the robots share in the Ball
Passing Problem. Once it is received it is copied to the appropriate place.

0-9 If the first character is a digit between 0 and 9 then a variable of the
Behavior module is set to that value. It is used as a menu, to change the
actions of the robot from the computer.

3.2 Limitations

There are some limitations of the Communication module. Some of them have
an easy solution but other, due to technical problems, must probably remain
the same.

e The robots must be switched on in an appropriate order, that is, first the
one that works as server of all the others, then the one that is only client
of the first one and the server of the rest, and so on, until the one that
is client of all the others. This is necessary because when a client tries
to make a connection the server must be working. Otherwise there is a
connection error. The solution is very easy: just make the client robot
retry the connection until the server is on and the connection can be done
established.

e If one connection is broken because one robot is switched off then after
switching it on again the connection will not be reestablished. This can
be solved in a similar way as the previous problem. In case of the commu-
nication computer-robot, if it is finished then the robot can admit later
more connections. It is possible to make connections from the computer
and then disconnect and connect again.
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e As it was said before, only at most one message per connection can be
sent per frame. In addition, if messages are sent repeatedly between all
the robots continously, this is every n frames the communication gets
stuck. This happens because one robot has not enough time to send the
messages and receive the ones that are sent to it. For example, if it only
sends messages the received messages are not read and have to wait. But
the waiting time may be very large maybe seconds or even few minutes.
During this time the robot that is the sender of that message is waiting
for the acknowledgment that the message was received.

It is really difficult to determine if this situation is going to happen since
it depends on many factors: size of the message, frequency with which he
message is sent, number of robots in the net, amount of computational
work in every robot, etc. The only way to know if this problem takes
place is to experiment, just by checking whether the problem occurs and
lowering the frequency with which the robots exchange the information.
Even then it is impossible to be sure that the problem is not going to
appear unless the protocol is normally verified, which seems unlikely in this
complex setting. A possible solution when the robots need to broadcast
their information is to use the UDP protocol instead the TCP and if even
though it is not a safe protocol. Then these big delays and the blocking
situation would disappear.

3.3 Code of the Communication Module

The code developed for this module can be found through the CVS of the
TCC Framework in the path Tcc/Framework/Wireless. The files that im-
plement the communication are: Communication.h, Communication.cc and
TCPConnection.h. These files are also available in http://ai.cs.1lth.se/xj/
inaki/
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Chapter 4

Passing the Ball Problem

4.1 Definition of the Problem

As it has been explained in Chapter 1 we have chosen the problem the problem
of passing the ball from one robot to the other as a simple framework to test
robot cooperation. In the beginning of the project the idea was that the robots
would make passes going towards the net in order to finally score. This is, both
robots would look for the ball and the one that finds it first tells the other and
goes to a position between the ball and the net that they have to score to. Then
the first robot passes the ball to the other. If the receiver robot and the ball are
close enough to the net then it tries to score. If not, the first robot should move
between the other and the goal and both continue like this until they score.
The problem can be extended to do it with more than two robots. In order to
solve this problem localization is necessary because robots must know, at least
roughly, their position in the football field. As it was observed in Chapter 2,
the localization is not working properly so the problem was simplified. The
requirement of going towards the net while passing was removed and only the
successful passes are the main focus of the problem. The problem is set as
follows:

1. One of the robots must look for the ball, find it and go to it. The ball is
located in a random place of the field.

2. It must find the other robot.

3. Finally it has to perform a kick to pass the ball to the other robot.

The aim is not only to solve the problem of passing the ball, but as well
to repeat the experiment exchanging different types of information between the
robots. Then different solutions of the same problem will be found and their
results will be compared. In the beginning, the solutions proposed were based
on different amount of shared information:
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e Sharing the position and heading of both robots and of the ball, taking
into account also their relative perception of the other robot.

e Sharing the position and heading of both robots and of the ball, without
taking into account their own perception of the other robot.

e Sharing only the ball position.
e Sharing only the robots absolute position.

e Sharing the relative position of the other robot, i.e. each robot receives
information about where the other robot perceives itself.

e Without sharing any information.

Because Localization is not working, these problems were modified. In the fi-
nal solution the robots can have two roles, receiver or kicker, respectively. These
roles can be either fixed or decided dynamically on the basis shared information.
Five different ways to decide the role assignment have been analyzed:

By stigmergy, without communication;

Exchanging the distance to the ball;

Taking in account the own perception and priorities, with communication;

Fixed roles, without communication;

Without taking in account the perceptions, only token passing.

They are explained in more detail in Section 4.5 below.

4.2 Solution for the problem

Because of the lack of self localization, the solution proposed is mainly reactive,
and no map of the environment is built. Every action is based on the last
perceptions of the environment, with measures only relative to the robot. Some
information from the other robot may be used too, but only to decide who
is supposed to be the kicker, not to interact with the environment. The only
information from the Vision Module used in the solution for the problem is
Distance, Theta and Confidence of the ball, and Theta and Confidence of the
other robot.

As it has been said in the previous section, each robot is going to have one
a role: receiver or kicker. There is a third role used when robots have not
found the ball yet and it is not decided which one is going to kick and which to
receive the ball. Then the problem may be divided in three subproblems that
are related to each other but can be solved separately.

The first step in all three subproblems is to search for the ball until it is
found, so an algorithm to look all around the field was designed. If the role
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assumed is the third one (i.e. search without a ball yet), then the robot must
go towards the ball in order to become the kicker. When the robot is near the
ball then its role will change and it will become the kicker. This process will be
explained in Section 4.5, but for now the important thing is that the robot looks
and finds the ball, and then goes to it in order to become the kicker. It can
also become receiver if the other robot approaches the ball faster and becomes
kicker.

When the robots role is receiver and the ball has been found, the robot must
go towards the ball and stay at a distance of about 1 m looking at it. In this
way the robot will stay waiting until the other robot passes the ball to it.

If the robot is the kicker then after finding the ball it will go to it. The robot
will go around the ball searching for the other robot. When it finds the robot
it aligns and perform the kick. Because the receiver is supposed to be looking
at the ball, the ball will finish in front of it robot and it will be able to continue
with kicking it back.

Sections 4.3 and 4.4 explain how the solution was implemented.

4.2.1 Expected Results

Our expectation is that such role assignment will lead to correct behaviors of
the robots and that interactions between the robots will enforce role changes
accordingly. When the ball is passed from one robot to the other, the receiver
should be looking at the ball so that it will eventually capture it. Also when
the robot is the searcher, this is, it has the third role, it will become the kicker
after approaching the ball. Some possible problems of this approach are listed
below:

e The algorithm searching for ball consists of walking through the field in
a random way. It is supposed that sooner or later the ball will be found
but there is no way to predict how much time it will take.

e If the kicker is going around the ball to find the receiver, it could happen
that the receiver would not be able to see the ball anymore and would
start to finding it somewhere else.

e The robots can collide and get blocked. With the limited sensors of the
robot and without any estimation of the distance to the other robot it is
very difficult, if not impossible, to avoid this risk.

e The robot can get stuck inside the net without being able to get out of it.

e When the ball is near the boundary walls and the robot tries to go around
the ball, it is usually not going to be able to do it since it is not going
to have enough space. There is no localization and no recognition of the
walls so it is really difficult to avoid this situation. A similar problem may
occur when the robot is the receiver and tries to go backwards in order to
stay at a distance of 1 m, when the ball is close to the wall.
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If any of the last three problems occurs human interaction will be necessary in
order to remove the robots from a blocked state.

4.3 Basic Behaviors

As the first step towards the solution, some basic behaviors have been created in
order to be reused in more complicated ones. The aim of the design was to make
them easy to use and simple to understand. They are implemented as functions
that must be called every cycle. All of them have some prerequisites that must
me fulfilled in order to work correctly, and also have some final outcome which
they achieve. The designed and implemented behaviors needed to solve the Ball
Passing Problem were: GO To OBJECT, GO AROUND OBJECT and ALIGN
OBJECT WITH OBJECT.

4.3.1 Go To Object Behavior

This is the simplest Behavior. The function receives as its arguments an object
if the environment and a requested distance. It forces the robot to stay at the
requested distance to that object front of it, with a relative angle to the object
of 0 radians. To perform this behavior the actions of the robot are defined as
follows:

e The angular velocity, spin, is proportional to the relative angle to the
object (theta). It is 0 in the range —ThetaRangel to ThetaRangel, when
theta is near 0. This way the robot turns faster to the object when theta
is bigger and it decreases turning speed to zero when theta is in vicinity
of 0. In Figure 4.1 spin dependence on theta is shown. Spin can not be
smaller than -1 or higher than 1, so the proportional part of the function
is limited. The constant ThetaRangel and others that will appear later
in this chapter are listed and described in Appendix E.

e The direction of movement, alpha, is always 0 radians (forward) or
radians (backward) depending on whether the robot is too close or too far
from the object.

e The speed depends on the distance to the object. If the robot is far
from the object, the speed takes the maximum value. If it is close to
the object then it decreases at square velocity with the distance. If the
distance is within the range of £DistanceRangel of the desired distance
then velocity is zero so oscillations are this way avoided. Proaching with
maximum velocity first and then decreasing it with distance allows the
robot to be fast near the desired position and at the same time stopping
slowly. In the beginning a linear proportional control instead of square
was implemented, but the latter leads to better results. In Figure 4.2
the speed dependence on distance is shown. Similar to spin, the speed is
limited by an upper bound of 1, corresponding to the maximal speed of
the robot.
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Figure 4.2: Speed dependence on distance.

e The importance of the object that the robot goes to is set to one (maxi-
mum), for the rest of the objects it is set to zero. So the head of the robot
is always looking at that object.

Prerequisites

The prerequisites for this basic behavior are simple: the object must be seen in
that frame or in the previous ones, so its confidence must be bigger than zero.

Outcome

Eventually the robot should fulfill the following relations with the object:
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o |object.theta| < ThetaRangel

e desiredDistance— DistanceRangel < object.distance < desiredDistance+
Distance Rangel

Results

This behavior was tested for a number of distances (1000 mm, 400 mm, 300mm)
and several objects (ball and net) with good results. The robot was able to go
fast near the requested position and finally approach it slowly. Sometimes some
oscillations were detected, due to the variations in the distance estimation to
the object, but they were not severe.

4.3.2 Go Around Object Behavior

This behavior makes the robot turn around an object within a predefined dis-
tance and in clockwise or counterclockwise direction. The object, distance and
direction are passed as parameters of this function. This behavior is useful when
the robot has found an object, for example the ball, and wants to search for
another (like the receiving one) without losing the first one from sight. The
actions forming this behavior are the following:

e The angular velocity, spin, is, as in the GO To OBJECT behavior, propor-
tional to the angle of the object that the robot goes around. Also it has
a range =T hetaRange2 within which spin is zero. This allows the robot
to have the object always in front of it, while in the same time that there
are no oscillations.

e The speed is set to a fixed value.

e The direction of movement, alpha, depends on the distance to the object
and on its direction (clockwise or counterclockwise). As it can be seen in
the Table 4.1 if the robot is in the range desired Distance +Distance Range2
then it just moves to the right (alpha = —7/2) or left (depending on the
direction). If is it outside this range, it will try to approach or repel the
object wile in the same time it goes right (or left).

’ Alpha(distance, direction) | counterclockwise | clockwise |
desiredDist — distance > DistRange2 —3m/4 3m/4
|desiredDist — distance| < DistRange2 —m/2 /2
desiredDist — distance < —DistRange2 —m/4 /4

Table 4.1: Alpha(distance, direction) in radians.

e As in the GO To OBJECT behavior, the importance of the object is set
to one. Then the robot is always looking at the object.
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Prerequisites

As in the Go To OBJECT behavior, the object must be seen in that frame or
in the previous ones. So its confidence must be bigger than zero. Although it is
better to use this behavior only when the robot is close to the desired distance,
and preceding it with the Go To OBJECT behavior that approaches an object
in a more efficient way.

Outcome

The robot will not stop at any predefined position but will rather be going
around it trying to fulfill the following requirements:

e |object.theta| < ThetaRange2

e desiredDistance— DistanceRange2 < object.distance < desiredDistance+
Distance Range2

Most of the time the robot will be heading the desired object and will stay close
to the desired distance from it.

Results

The behavior was tested only with the ball as the object since it was the only
case needed for the Ball Passing Problem. It was tested for several distances
between 600 mm and 200 mm. It worked generally well performing the task
correctly. Problems were detected for distances below 250 mm. This happened
because the estimated distance to the object, in this case to the ball, gave false
values telling the robot that the ball was farther than it really was. This made
the robot lose the ball under itself. The problem is avoided by not using the
desired distance set below 300 mm.

4.3.3 Align Object With Object Behavior

When the robot wants to kick the ball it has to align it with the position it wants
to score to (net, other robot, etc). This behavior was created for this purpose.
Similarly to the other basic behaviors, it is used by calling a function were the
objects to align and the requested distance from the robot to the first object
are the arguments. The object closer to the robot will be called objectl, the
other object2; with their respective angles ©; and ©s, and distances distancel
and distance2. The behavior needs to know ©;, ©5 and distancel but not
distance2. All these elements are illustrated in Figure 4.3 where object] is the
ball and object2 the other robot.

The way to implement this behavior is very similar to how GO AROUND
OBJECT behavior was implemented, but here the direction of movement is de-
termined by the difference between ©; and Os.
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Figure 4.3: Robot, Ball and Dog with their related distancel, distance2, ©4
and O,.

e The spin is as in the other behaviors, proportional to the angle with the
object, in case of object] proportional to ©1. Also there is no spin when
O, is inside the range £ThetaRange3, so oscillations are canceled.

e The direction of movement, alpha, depends on the distance to objectl and
on the difference ©1 —05. It can be seen in Table 4.2 where the different di-
rections taken depend on distancel while approaching or avoiding object1
or keeping the same distance; or depending on ©; — ©5, moving to the
left, right or not at all. All these directions of movement make the robot
to maintain the desired distance while at the same time it tries to align
objectl with object2. There is one case when |desiredDist — distancel| <
DistRange3 and |01 — O3] < ThetaDifferenceRange where no direction
is indicated. The reason is that for these conditions the robot is aligned
with both objects and stays at the desired distance to objectl so speed is
zero and there is no sense in specifying any direction.

e The speed is set to a fixed value except for the condition when the robot
is aligned. That speed is set to zero, as it was explained above.

e In this behavior the importance of all objects except objectl (set to 1)
is set to zero, so the robot is always looking at objectl. The robot will
see also object2 since it must be in a similar direction to be able to align
them.

Prerequisites

It is necessary to have seen objectl and object2 in that frame or in previous
ones. Their confidences must be bigger than zero. It can be useful to use first
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’ Alpha(dis,@l,@g) ‘ 0, -0 < —-R ‘ |91 — @2‘ <R ‘ 0, —-65>R ‘
desiredDist—
distancel > -3 /4 77 3n/4
DistRange3
|desired Dist—
distancel| < —m/2 — /2
DistRange3
desiredDist—
distancel < —/4 0 /4
—Dist Range3

Table 4.2: Alpha(distancel,©1,05) in Radians. R is ThetaDifferenceRange.

GO AROUND OBJECT behavior around objectl and once object2 is seen, apply
the aligning behavior.

Outcome

Eventually the robot will fulfill the following relations. Due to its spin move-
ment:

e |©1| < ThetaRange3
And due to its translation movement:

e desiredDistance — DistanceRange3 < distancel < desiredDistance +
Distance Range3

e |©; — ©y| < ThetaDifferenceRange

Results

The behavior was tested with ball as objectl and net and the other robot as
object2. It worked pretty well aligning successfully the objects. As in the case
of GO AROUND OBJECT behavior it did not work always for desired distances
under 250 mm, since sometimes it received false distance values losing the ball
under the robot.

4.4 Finite State Machines

The Behaviors described in Section 4.3 are just basic behaviors used by perform-
ing function calls, but in order to create more complex behaviors a structure
is necessary. The approach chosen was based on the Finite State Machines
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(FSM), where the states that define action to be taken and transitions between
the states depend on the environment and the actions taken. With the FSMs
problems can be split in steps, going from one state to the next when some
conditions are fulfilled and also going back to previous steps when necessary.
In addition, having nested FSMs, with states that are implemented by other
FSMs, is a good way to divide the problem. In this way some behaviors can
be reused by different FSMs. The FSM are Moore machines, where the actions
only depend on the current state and not on the transitions.

4.4.1 Object Oriented Implementation

Choosing the way to implement the FSMs was an important design decision.
The classical way to implement an FSM is by using switch-case structures where
each case is a state and where for each one of them the transitions are checked
and the actions taken. The previous experience was that this way software
becomes very complicated when the FSMs grow and it is very difficult to have
nested FSM and reuse the code. That is the reason why an object-oriented
solution was chosen.

The solution is based on the ideas of Faison [15] about FSMs. Each state
is build as a C++ class. All the state classes inherit from the same class. All
these classes implement two basic methods: Do() that performs the appropriate
actions for that state, and CheckT() that check the possible transitions to other
states. If there is a transition to other state CheckT() returns a new object of
the class corresponding to that state. If there is no transition then it returns
the current state as an object. Then an FSM is implemented as a loop in which
for every frame an instance of a class state calls the CheckT() function to return
itself or another object, and calls the Do() function that takes the appropriate
actions.

The advantage of this approach is that every state can be built and modi-
fied separately. In the beginning there is only one instance of the state class,
that is only one FSM with one current state. Later some of the states can be
implemented as subordinated FSMs by having instances of state classes inside
their Do() function.

4.4.2 Find and Look for Ball FSM

This behavior will look for the ball in the environment and once it is found, the
robot will look at it. In the beginning the idea was to implement this behavior
in a deliberative way taking into account the global position of the robot and,
if possible, the information given by the other robot. But, as it has been said in
Section 2.4, this is not possible since that information is not available. Therefore
a reactive solution was taken and it is not claimed to be very efficient.

The behavior is implemented as an FSM with three basic states. The first
one is WALK FORWARD where the robot goes straight moving the head from
left to right to look for the ball. To avoid collisions the infrared avoidance
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filters are connected, so the robot turns around when it finds an object (like the
boundary wall). This state is quit when the ball is seen (Ball.Confidence <
ConfidenceRangel) and the next state is then Look ToO BALL. In this case
ConfidenceRangel is equal to zero. It also finishes after a fixed timeout if the
ball has not been seen. In this case the next state is TURN AROUND.

The TURN AROUND state is similar to the WALK FORWARD, but in this
case the robot spins around itself without any translation movement. Instead of
moving the head it is fixed in the middle position. The direction of movement
depends on the direction in which the ball was seen last. This allows the robot
to find the ball more easily. In this case the infrared avoidance filters are dis-
connected because the robot is already turning and is not going to collide with
the walls. The transitions are similar to the ones of WALK FORWARD state: if
the ball is seen then the next state is LOOK T0 BALL, and if the time the robot
is turning is bigger than a timeout then it jumps to Walk Forward State.

The LOOK TO BALL state just makes the robot to spin towards the ball until
it is inside a range +ThetaRanged, then it stops. Here, the ball importance is
set to one, so the head is always pointing to the ball. This state is not strictly
necessary but ensures that the robot does not lose the ball just after finding it.
If in this state the ball is lost then the next state will be TURN AROUND. The
FSM with the three states and their transitions can be seen in Figure 4.4.

There are no prerequisites to be fulfilled before applying this behavior.
As outcome or result we will in the end get the ball confidence bigger than
ConfidenceRangel and the © angle to the ball between +ThetaRange4.

Results

The behavior makes the robot to search randomly all the environment. By
going forward it is able to explore different positions and by turning it is able to
search in every direction while at the same time changes the direction to the one
in which it will walk next. The infrared filters are very useful when the robot
collides with an object. The behavior is not very effective since sometimes it
takes long time to find the ball. But this is not very important for Ball Passing
Problem because once the ball is found and the robots start to pass the ball
then next search for the ball is in general faster since the ball is usually near.
Sometimes the robot takes a lot of time to get out of a net when is inside it.

4.4.3 Go and Align FSM

The aim of this behavior is to align the robot with the ball and the other robot.
But the only prerequisite is that the ball must be seen. Currently the robot
will look for the other one in order to align it. The behavior is implemented as
an FSM that can be seen in Figure 4.5. It consists of three states that will be
described below.
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TimerlIsOver & Timer2IsOver &
Ball.Confidence<=ConfRange1 Ball.Confidence<=ConfRange1

Timer1IsOver &
Ball.Confidence<=ConfRange1

Timer2IsOver &
Ball.Confidence<=ConfRange1

Ball.Confidence>
ConfRangel

Ball.Confidence>
ConfRangel

Ball.Confidence<=
ConfRangel

Look
to Ball

Ball.Confidence>ConfRange1

Figure 4.4: FIND AND Look For BaLL FSM.

Go To Ball This state makes use of the Go To OBJECT basic behavior to
make the robot go to the ball. So its prerequisite is this of this basic
behavior: ball confidence must be bigger than zero. In addition, it could
be useful that the angle theta to the ball would be within a certain range,
1 radian for example, but it is not strictly necessary. The outcomes will
be those of GO To OBJECT behavior taking into account the desired
distance of value Distancel: |ball.theta| < ThetaRangel and Distancel—
Distance Rangel < ball.distance < Distancel 4+ DistanceRangel.

If the distance to the ball is bigger than the value of DistanceRange4
then there is no transition. If the distance to the ball goes below this value
then there is a transition to the next step. In order to be sure that this
transition will eventually happen it must be certain that any of the final
outcomes will fulfill it. In the worst case Distancel — DistanceRangel <
Distance Range4. With the values used in the implementation this con-
dition is fulfilled.

Go Around Ball The aim of this state is to make the robot go around the
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Ball.Distance >= Ball.Distance < DistanceRange5 &
DistanceRange4 OtherRobot.Confidence<=ConfidenceRange3

Ball.Distance <
DistanceRange4

Ball.Distance >
DistanceRange5

OtherRobot.Confuidence <
ConfidenceRange2

Ball.Distance < DistanceRange5 &
OtherRobot.Confidence>ConfidenceRange3

Ball.Distance >=
DistanceRange6

Align
with Ball

OtherRobot.Confuidence >= ConfidenceRange2 &
Ball.Distance >= DistanceRange6

Figure 4.5: Go AND ALIGN FSM.

ball at a fixed distance in order to find the other robot. To do it the
GO AROUND OBJECT basic behavior was used. The prerequisite is this
of this basic behavior: ball confidence bigger than zero. The direction of
movement depends on the theta angle at which the other robot was seen
last time, so in case of losing it it will be found again easily. This is not
always an optimal strategy but it is in most of the cases. There is no
concrete outcome, but first the robot is always going around the ball with
a fixed distance to it, and also after a while the other robot will be found,
its confidence will be bigger than zero.

If the distance to the ball is bigger than Distance Rangeb then the next
state is again GO ToO BALL so the robot approaches the ball better
before going around it. If the other robot confidence is bigger than
ConfidenceRange3, this means that the robot has been seen and the
FSM jumps to ALIGN WITH BALL state. If none of these things happen
the robot continues going around the ball in this state.
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Align With Ball In this behavior the robot aligns itself with the ball and the
other robot. To do it the ALIGN OBJECT WITH OBJECT basic behavior
is used where objectl is the ball and object2 is the other robot. The
prerequisites are those of the basic behavior: confidences of the ball and
the other robot must be bigger than zero. The confidence for the robot
will be certainly positive since it is the condition for the transition to this
state, and also if later is not fulfilled there is a transition back to GoO
AROUND BALL state. The outcomes of this state are those of the basic
behavior used to implement it:

e |Ball.Theta| < ThetaRange3

e Distance2 — Distance Range3d < distanceBall <
Distance2 4+ Distance Range3

e |Ball.Theta — Other Robot.Theta| < ThetaDif ferenceRange

If the other robot confidence decreases under Con fidence Range2 then
there is a transition to GO AROUND OBJECT state in order to find the
other robot again. Also if the distance to the ball is bigger than
Distance Range6 then there is a transition to GO TO BALL STATE.

The prerequisites to use the whole state machine are the prerequisites for
the first state of the whole FSM: Ball confidence must be bigger than zero. This
must be taken in account outside the FSM while using it. The final outcomes
that the FSM must reach are the ones of the ALIGN WITH BALL state. If this
happens the robot will be able to kick the ball in order to pass it to the other
robot.

Results

This Behavior works reasonably well. The robot is able to go to the ball and
go around it until it finds the other robot and then align. But sometimes the
robot loses the ball under its head while it is going around the ball. On a few
occasions the robot was not able to identify the other robot and did more than
one complete turn around the ball before seeing the receiver.

The FSM can be modified to score a goal instead of passing the ball to the
other robot, by changing the second parameter to be a net.

4.4.4 Kick FSM

The aim of the Kick FSM is to pass the ball to the other robot. The prerequi-
sites to perform the kick correctly are the following:

e The ball must be at a distance below 400 mm.

e The O angle to the ball must be in absolute value smaller than an exper-
imentally calculated value of 7/6 rad.
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e The O angle to the other robot must be within a range, too. But this
range is big, about +m/3 rad. The reason is that the robot realigns with
its objective just before kicking.

e The distance to the receiver robot is recommended to be under 1.5 m. If
not, the possibility that the ball will finish at some other place increases.

The behavior is implemented as a set of steps. Each step is implemented as
a state of the FSM. The FSM, Figure 4.6, has the following states:

GoForward The robot is not able to see the ball when it is too close to it. This
is because the ball ends up under the head so the camera can not see it
any longer. But in order to perform the kick the ball has to be very near.
The robot approaches the ball going to it for a fixed period of time. The
time has to be fixed since the ball disappears under the head and no visual
feedback can be collected. The direction of movement is zero radians while
the ball is not seen, and is corrected to a different angle when the ball is
seen so it will finish as centered as possible. Ball importance is set to one
and the rest of the objects have it set to zero. It is really important that
the ball will finish between the front legs and under the head of the robot.
This is a difficult operation and that is the reason why the speed value
used is very low. In this state most of the failures of the kicks occur due
to the lack of knowledge of the position of the ball. When this state is
finished there is only a transition to the STOP state.

Stop This state consists on a stop for 0.5 seconds so the robot is completely
still before starting the next state: CENTERKICK.

CenterKick It has been said before that robot, ball and receiver robot must
be aligned before starting the kick process, but in the GOFORWARD state
they can be not aligned, so a realignment is necessary. In this state the
ball should be under the head of the robot, and in this condition if the ball
is kicked it will take the direction of the heading of the robot. So the angle
that the kicker robot sees the other robot must be zero radians or close
to it. This is achieved by changing the spin until the theta angle to the
receiver robot is within a certain range defined by ThetaRange5. In that
case a transition to STOP2 state takes place. On the other hand, if the
value of confidence to the receiver robot goes below a Con fidence Ranged
then the Kick FSM is aborted by jumping to the FINISH state. In this
state the ball importance is set to zero and the other robot‘s importance
to one.

Stop2 This state has the same function as the STOP state above: to isolate
the movements between the previous and the next state. After 1 second
it jumps to the KICKACTION state.

KickAction This is the state in which the actual kick occurs. The TCC Frame-
work provides the user with twelve different kicks, but as it was observed
in the analysis in Section 2.3.1, only four of them are useful. One of those
four must be chosen. The PUSH kick is too soft with distances of around
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GoForward Timer3IsOver

Timer31sOver

Timer4IsOver
Timer4IsOver

|OtherRobot.Thetal >=ThetaRange5

|OtherRobot.Thetal<=ThetaRange5

True
KickIsDone
KickIsDone

Timer5IsOver

Timer5IsOver

OtherRobot.Confidence<=
ConfidenceRange4

True

Figure 4.6: Kick FSM.

50 cm The TWOHAND has a more appropriate distance, but has prob-
lems with the direction the ball is sent to, since the robot does not grab
the ball before kicking. From among CHESTLIGHT and CHEST100 the
first one was chosen because it goes farther. And going farther implies
smaller probability that the ball will end in another direction during the
first part of the ball path.

WaitDone In KiCKACTION state the kick is triggered but not finished, so in
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this state the robot waits until the kick is actually done. After that the
next state is FINISHED state.

Finished This state is only to indicate to the users of the FSM that the kick
process has finished, either with or without success.

Results

The kick or passing action was the most difficult part of the Ball Passing Prob-
lem. It is mainly because during kicking the ball is not seen and because the
recognition of the other robot is not good, since it is only based on the use
of the red biggest blob. It is also difficult to measure the success of this part
since it depends a lot on the lighting conditions (varying in different parts of
the environment) and on the irregularities of the floor that make the ball to do
strange movements while the robot approaches the ball and also when the ball
is kicked. It can bee said that sometimes it seems to work pretty well with a
80-90% of success (the ball finishes very closely to the other robot) and other
times this percentage goes to 20%. No exhaustive measures have been made.

This behavior can be easily modified to kick towards the net instead of
passing the ball. So it can be used in other problems of the RoboCup domain.

4.4.5 Kicker FSM

As it was mentioned before the robot can assume three different roles depending
on whether it is the owner of the ball, so it has to pass it to the other robot, or
the other is the owner of the ball, so it has to receive it, or there is no owner
determined, so both robots want to become it. When the robot is the owner of
the ball then its behavior is given by the KICKER FSM where the robot must
first find the ball, then find the other robot and finally pass the ball to the
receiver. The FSM is represented in Figure 4.7 and has the following five states:

Find Ball This state make use of the FIND AND LOOK FOR BALL FSM so it
has no prerequisites and its outcome is the same as that of the FSM that
it uses: ball.confidence > 0 and |ball.theta| < ThetaRange4. Then it is
certain that sooner or later there will be a transition to the Go To BALL
state since the conditions for it are the same as the outcomes, but with
different range values chosen so that they overlap.

To Ball This state has as its aim to make the robot go to the ball, then go
around it to find the other robot and align with it. All these tasks are
provided by the GO AND ALIGN FSM, so it is used here. Its prerequisite
is then ball confidence bigger than zero, that is fulfilled because of the
transition from the FIND BALL state. The outcome is that of the FSM and
can be found in Section 4.4.3. There are two transitions from this state.
The first one is when the ball is lost, when its confidence is below the value
ConfidenceRange6, and the next state is then FORCED RECOVER. The
second one is when the robot is ready to kick the ball. The conditions to
do it are the following (all of them must be fulfilled):
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Ball.Confidence<=ConfidenceRange5 Il

IBall. Thetal > ThetaRange6 Ball.Confidence>

ConfidenceRange6
& ReadyToKick

Ball.Confidence>ConfidenceRange8 &
IBall. Thetal < ThetaRange6

Ball.Confidence>=ConfidenceRange7

Il Timer7IsOver ReadyToKick

Ball.Confidence<ConfidenceRange7|

& TimerTsOver Ball.Confidence<=

ConfidenceRange6

Recover KickIsFinished

Timer6IsOver KickIsFinished

Forced
Recover

Timer6IsOver

Figure 4.7: Kicker FSM.

e OtherRobot.Con fidence > Con fidenceRange8

Ball.Con fidence > Con fidence Range9

Ball.Distance < Distance Range7

| Ball.Theta — Other Robot.Theta| < ThetaDifferenceRange2
e |BallTheta| < ThetaRangeT

All these conditions become eventually true because the outcome values
of the Go AND ALIGN FSM and the range values are chosen to overlap.
So the kick will be performed by jumping to the Kick BALL state. Is it
important to observe that there is no communication between the kicker
and the receiver in order to decide when the kick must be done. In fact the
only information that the kicker has about the receiver is the angle but
not the distance and not its orientation. In the beginning it was though
that some type of explicit coordination was necessary, but later was seen
that this was not the case. If the receiver robot is not well oriented and
is moving then it will be difficult for the first and fourth condition to be
fulfilled. The same situation happens if the receiver robot is too far from
the kicker. As it will be explained later in the RECEIVER FSM the receiver
robot tries always to stay at a fixed distance to the ball and looking at it,
to make the reception easier.
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Kick Ball This state uses the Kick FSM to pass the ball to the other robot.
The prerequisites are then the same as those of the Kick FSM. They
are fulfilled since the transition from TO BALL state ensure them. The
one related to the distance to the other robot will be in general true
because of the behavior of the receiver robot, as it has been said above.
After performing the kick the next state is always FORCED RECOVER,
independently of whether the kick was a success or not.

Forced Recover When the ball it is lost it happens normally because it fin-
ishes under the robot head. So the best action is to go backwards until
the ball is found or a timeout occurs. In the first solution it was done this
way, but some oscillations that made the robot to move backward and
forward several times were detected. This was due to the ball distance
estimation that gave farther distances just when the ball was found and
made the robot to move forward instead of backward. To avoid it in this
state the robot is forced to move backward for a fixed time so if the ball
is under the robot, when this timeout happens the ball will be sufficiently
far away and no oscillations will occur. After the timeout is over the next
state is RECOVER.

Recover This state is a continuation of FORCED RECOVER. It does the same
action, go backwards, but if the ball is seen then a transition to FIND
BALL takes place. Also there is a timer that enables the same transition
in case the ball has not been found for a given time.

Results

It can be said that the FSM does its job well. It looks for the ball, then lets
the robot go to it, then align with the other robot, and finally pass. If the ball
is lost it will be looked for under the robot and if this does not help with the
FIND AND LOOK FOR BALL behavior. Many times it happens that the ball is
lost under the head, mainly because the kick is aborted or because the ball is
pushed while aligning. The initial state is RECOVER and not FIND BALL. This
is because sometimes after a pass the robot becomes the kicker (since it has
received the ball) and the ball is under its head.

4.4.6 Receiver FSM

The Receiver FSM rules the behavior of the robot in case when the other robot
is the owner of the ball. The aim of the robot here is to find the ball and then
go to it and stay at a fixed distance of approximately 1 m. In Figure 4.8 it can
be seen that the FSM has the following three states:

Find Ball This state is exactly the same as as the one of KICKER FSM, with
the same actions, prerequisites and outcomes. If ball is seen and its theta
angle is below a threshold, that is fulfilled by the outcomes, then a transi-
tion to STAY DISTANCE BALL state occurs. If not, it remains in the same
state looking for the ball and centering it.
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Ball.Confidence<=ConfidenceRange10 II Ball.Confidence>
IBall.Thetal >= ThetaRange8 ConfidenceRangel1

Ball.Confidence>ConfidenceRange10 &
IBall.Thetal < ThetaRange§

Stay Dis—
tance Ball

Ball.Confidence<=

Ball.Confidence>ConfidenceRange12 .
ConfidenceRangel1

| | Timer8IsOver

Recover
Ball

Ball.Confidence<=ConfidenceRange12
& Timer8IsOver

Figure 4.8: Receiver FSM.

Stay Distance Ball The aim of this state is to make the robot stay at a fixed
distance to the ball and looking at it so the robot can receive a pass. To
perform it the Go To OBJECT basic behavior is used. The prerequisites
of this FSM are those of the basic behavior: the object, in this case the

ball, must be seen. The outcomes are also those of GO To OBJECT:

the ball distance is at at the desired distance +DistanceRangel and the
angle theta in the range +ThetaRangel. That will make the robot ready
to receive the ball. It could be thought that while the ball is passed
the robot will be going to try to maintain the distance to it by going
backwards. But this does not happen since the ball moves much faster
than the robot does, so in case of success the ball ends between the legs of
the robot. If the ball is lost then there is a transition to RECOVER BALL

state.

Recover Ball This state is the same as that of the KICKER FSM. In this case
the FORCED RECOVER BALL state is not necessary since the oscillations

do not take place. When the ball is found, even if there is a distance error,
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the robot goes backwards because the required distance to go in this case
is bigger, of about one meter. If the ball is seen or if the timer is over
then there is a transition to FIND BALL state. It can be thought that
the receiver will never lose the ball under itself since it stays at one meter
distance to the ball. This is not true because when the robot receives the
ball it may land under the robot and in some cases it is still taking the
receiver role instead of the kicker.

Results

The FSM works well making the robot to find the ball and then stay at the
fixed distance. It works much better than the Kicker FSM since it needs not to
deal with the robot recognition, only with the ball.

4.4.7 Searcher FSM

When there is no owner of the ball then each robot must look for the ball and
go to it. When on of the robots is close to the ball then it becomes the owner,
unless the other robot had done it before. Then the aim of this behavior is to
look for the ball and after that approach it. We can see in Figure 4.9 that the
FSM consists of only two states:

Ball.Confidence <= ConfidenceRange13 Il Ball.Confidence>ConfidenceRange13 &
IBallThetal > ThetaRange9 IBall.Thetal < ThetaRange'

Ball.Confidence>ConfidenceRange13 &
IBall.Thetal < ThetaRange9

Ball.Confidence <= ConfidenceRange13 Il
IBallThetal > ThetaRange9

Figure 4.9: SEARCHER FSM.

Find Ball It is the same as the ones of KICKER and RECEIVER FSMs and is
also using the FIND AND LOOK FOR BALL FSM. Here once the ball is
seen and is within a range of £ThetaRange a transition to GO NEAR
BALL occurs.

Go Near Ball It makes the robot go near the ball. It uses the Go To OBJECT
basic behavior so the prerequisite is that the ball confidence must be bigger
than zero. This is always true because of the transitions that ensure it.
Before the ball reaches the desired distance, the robot will assume either
the kicker or the receiver role so the FSM would be exited.
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Results

This FSM does its job without problems. The robot is able to find the ball and
after that go to it.

4.4.8 Main Pass Ball FSM

This is the main FSM. It only takes into account which robot is the owner of
the ball and decides which inner FSM must be active: KICKER, RECEIVER or
SEARCHER. It is implemented as one state for each inner FSM. There exists
a fourth state that makes the robot stop. The transitions from this state to
the others or from the others to it are ruled by the buttons on the robot. This
allows the user to stop or initialize the robot when necessary just by touching
it.

4.4.9 Relationship Between the FSMs and the Basic Be-
haviors

As it was said in the beginning of this section, FSMs can be nested by using
FSMs inside the states of another FSM. Also the FSMs make use of the basic
behaviors. In Figure 4.10 the relationships between them are illustrated by
arrows. The basic behaviors appear in shaded, while the FSMs are white.

4.5 The Roles of the robots

The aim defined in the problem is to pass the ball from one robot to the other,
so there is always a kicker and a receiver. There is a variable called BallOQwner
that says who is the owner of the ball. It can be 0 if there is no owner, or 1 or
2, depending which robot is the owner. The value of BallOwner is determined
in different ways depending of the solution adopted. Five different solutions
were devised, depending on if there is communication between robots and the
degree of shared information. Four of them were implemented and tested. The
five solutions are explained in the next subsections together with their possible
problems and obtained results.

4.5.1 Deciding the roles by stigmergy without any com-
munication

In this solution no communication is used to decide which robot is the owner
of the ball. The information used is the distances and angles to the ball and to
the other robot. With this information the distance from the other robot to the
ball can be calculated and the owner of the ball decided (the one who is closer
to the ball should be the owner). As it has been said in Section 1.4, cooperation
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Figure 4.10: Dependences between the FSMs (white) and the basic behaviors
(shaded).

and coordination without communication is possible Werger [10] has created a
soccer robot team in which reactive robots do not use any communication. This
team participated as The Spirit of Bolivia ranking third in RoboCup 97 [16].

Even with a good estimation of the other robots position there would always
be small errors of the distance that could lead into oscillations of the role of the
robot. To avoid them the algorithm to assign the BallOwner was designed as
robust as possible in this aspect. In this algorithm three concentric zones with
center in the ball are defined: the first one, Zone0, from the center of the ball
to a distance Range0, the second one, Zonel, from radius Range0 to radius
Rangel, and the third one, Zone2, the rest of the environment. In this solution
it is important that the kicker performs the kick from ZoneO and the receiver
stays waiting for the ball in Zone2, so it is something to take into account while
deciding the values for Range0 and Rangel. Depending on the zone that each
robot is staying in the BallOwner is decided. In Table 4.3 this decision can be
found.
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Robot 1

Robot 2

Zone0

Zonel

Zone2

Zone(

BallOwner = 2

BallOwner = 2

BallOwner = 2

BallOwner = 1

BallOwner = 2

BallOwner = 2

Zonel

BallOwner = 1

BallOwner = 2

BallOwner = 2

BallOwner = 1

BallOwner = 2

BallOwner = 2

Zone2

BallOwner = 1

BallOwner = 1

BallOwner = 0

BallOwner = 1

BallOwner = 1

BallOwner = 0

Table 4.3: BallOwner decision based on three zones.

It can be seen that for every pair ZoneOfRobotl/ZoneOfRobot2 there are
two BallOwner decisions. The top one is what Robotl decides and the bottom
is what Robot2 does. As we can see they take always the same decision except
in the case where both are in ZoneO. To avoid collisions both are said that
the other is the BallOwner, and they will avoid the ball. In the rest of the
cases if one robot is in a zone closer to the ball than the other then it is the
BallOwner. In case they are both in the same zone there are three different
solutions. The first one explained above when they are in Zone0. The second
is when they are in Zonel. Here a preference is given to one of the robots
and it will be the BallOwner. This way the algorithm is not so efficient since
sometimes it can happen that the other robot is closer, but at least oscillations
are avoided. The third case is when both are in Zone2 and it is decided that
there is no BallOwner so both try to reach the ball, and the first one that
arrives in Zonel will become the BallOwner.

The behavior of both robots must reach such state that one will finish in
Zone0 (to kick the ball) and the other in Zone2. We will demonstrate it by first
observing that when one robot is the BallOwner it goes towards the ball; when
the other is the owner the robot walks avoiding the ball until it is at about one
meter distance, and when there is no BallOwner then the robot goes towards the
ball. So if both robots are in Zone0 (in the Table in cell Zone0/Zone0), both will
avoid the ball because they think that the other is the BallOwner. Depending
on which one reaches Zonel first or if they do it at the same time the next cell
will be Zonel/Zone0, ZoneO/Zonel or Zonel/Zonel. In Zonel/ZoneO the
BallOwner is Robot2 so it will remain in Zone0 and Robotl will avoid the ball
going to Zone2 and reaching the state Zone2/Zone0. Here is where the pass of
the ball will take place. Following this way of reasoning it can be demonstrated
that starting in any cell of the table, either Zone0/Zone2 or Zone2/Zonel cell
will be reached without entering any loop.

The main possible problem of this approach is the oscillations due to dif-
ferences in what each robot thinks the zone of each one is. For example one
robot can perceive that they are in Zone0/Zonel while the other perceives as
Zonel/Zonel. Since this solution has not been tested there is no way to know
how it would work and how to solve it in the case the oscillations would occur.
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One possible idea to solve this kind of oscillations would be to make the sizes
of the zones different for each robot. But this idea was rapidly discarded since
it could cancel some oscillations, but could introduce others instead. Another
possible solution is to use some kind of hysteresis as it is done in Section 4.5.3

Results

Distance estimation to the robot is not currently working in the Framework so
it was impossible to implement this solution.

4.5.2 Deciding the roles by exchanging the distance to the
ball

In this solution the distance to the ball is exchanged between the two robots.
It is done in order to test the zone based algorithm of the previous section.
The method to decide the BallOwner is exactly the same as the one explained
above. For practical reasons the distance is not exchanged, but just the zone
that the robot belongs to. Two things were taken into account in order to make
the solution work:

1. If ball confidence is zero then the robot is considered to be in Zone2, since
the robot has no idea where the ball is.

2. When the robot is about to kick the ball, it loses it under the head making
ball confidence zero, that eventually will make the robot think that it is
in Zone2 and would break the kicking sequence. To avoid this, when
the robot is NearBall then it is considered to be in Zone0 even if ball
confidence is zero. The robot is considered to be NearBall when it is
going around the ball, when it is aligning the ball with the other robot
and when it is kicking the ball.

One of the possible problems of this solution is the delay between when
something is seen by one robot and when this information is received and used
by the other robot. Also due to the limitations of the wireless communications
the Zone variable can not been exchanged every frame introducing another
delay. All this could make both robots oscillate in their roles or assign them
inconsistently, i.e., one perceiving the state Zone0/Zone2 while the other would
perceive Zonel/Zone2.

Results

The solution was tested with very good results. The robots were able to decide
their roles based on the zone algorithm. It was found that sometimes one robot
that was farther to the ball became the BallOwner because of the preference
given in Zonel/Zonel case. On the other hand no minima situations or oscil-
lations were detected when the robots could get stuck. Also it was observed
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that sometimes both had the same role, that is, both thought that they were
the owner of the ball or not the owner. This was due to the conditions in
Zone0/Zone0 and because of the delays of the shared information. The delays
are mainly due to the frame rate since one message is sent every ten frames, so
the information used is not always the current one.

4.5.3 Deciding the roles taking in account the own per-
ception with communication

In this solution each robot decides whether it is the BallOwner only taking into
account its distance to the ball. Then there is no shared information between
the robots, except that they just notify the other if they want to become the
BallOwner. One particular robot has preference over the other. The decision if
arobot is the BallOwner is based on the ball distance and is taking into account
two ranges. If the robot is closer to the ball than the first range it becomes the
owner. If after that the robot is farther than a second range then it stops being
the owner. This kind of hysteresis is done to avoid oscillations. The decisions,
that can be applied to groups of two or more robots, with a built-in preference
schema, may be formulated as follows:

o If (Ball.Distance < Rangel) & (BallOwner < MyRobotNumber) then:

— Send to the other Robots: BalllsMine
— BallOwner = MyRobot Number
e If (Ball.Distance > Range2) & (BallOwner == MyRobotNumber)
then:
— Send to the other Robot: BalllsNotMine
— BallOwner =0

This will ensure that when a robot is close enough to the ball and it has
preference to get the ball (because there is no owner or because the other robot
has a lower number) then it becomes the BallOwner and also it notifies the
other robot about it. If for any reason the ball is too far and the robot was the
BallOwner then it sets BallOwner to zero (there is no BallOwner anymore)
and sends a message to the other robot saying that it is not the BallOwner.
When a robot receives a message from the other one then it does the following:

o If (ReceiveBalllsMinefromRobot NumberX) &
(Robot Number X > BallOwner) then:

— BallOwner = Robot Number X

o If (ReceiveBalllsNotMinefromRobot NumberX) &
(RobotNumberX == BallOwner) then:

— BallOwner =0
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This solution is theoretically not as efficient as the previous one since only
the own information about the environment is taken in account. So it can often
happen that a robot is close to the ball but farther than the other robot and
because it has preference it becomes the BallOwner anyway.

Results

The solution was tested with good results where the robots were able to decide
whether they were or not the BallOwner. A problem was detected in case
when the robot with larger preference became the BallOwner even when it was
farther to the ball than the other robot. The choice of Rangel and Range2
was important. Rangel should be big enough so that one of the robots will
eventually become the BallOwner. Also Range2 should be small enough so
that after a pass the kicker ceases to be the BallOwner and the receiver can
take that role to perform the pass back. But Range2 must be enough larger
than Rangel so that the hysteresis takes place.

4.5.4 Fixed Roles, without communication

In this solution the roles of the robot are fixed. One is the kicker and the other
is the receiver. This solution was made only to test the KICKER and RECEIVER
FSMs.

Results

The expected behavior was that after passing the ball the receiver would go
backwards to maintain the desired distance and the kicker forward to pass again.
And this is exactly what has been observed in the experiment. If the robots
started on one side of the field, sometimes after few passes they ended on the
other side.

4.5.5 Without taking in account the perceptions, exchang-
ing the roles by token passing.

This solution is an evolution of the Fixed Roles one. Here each robot starts
with a fixed role, and after performing a kick the kicker passes a token and the
receiver becomes kicker and vice versa. There exists communication between the
robots but not in order to decide who is the BallOwner, in fact no information
about the environment is used to decide it. Similarly the previous solution, it
was only used for debugging purposes in order to test the transitions between
the kicker and receiver roles.
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Results

As it was expected, the results looked much nicer than the in the Fixed Roles
solution. But because passes are not always successful it can happen that after
a kick the new receiver is closer to the ball than the new kicker.

4.6 General Results of the Investigation

Most of the results of the investigation have been presented partially when pieces
of the solution were described in the previous sections. The solution works well
in general. The robots are able to find the ball, pass it and receive it. Also, as
it was said before, they are able to decide their roles as it was expected. In the
solution where the role is decided only taking into account the own perception
the preferences used are observed. Also preferences are seen in distance exchange
case but less often. This is due to the values used for the different ranges. All
the solutions work similarly, the main difference is whether preference occurs
and how often. Some relevant issues to comment are the following:

e The time that the robots need to find the ball is sometimes really high,
but in general really unpredictable, as it was expected. Sometimes a robot
gets stuck inside the net and it takes it a while to get out.

e Sometimes the robots collide getting blocked and they must be returned
to safe positions manually.

e The results were highly dependent of the lighting conditions. This can
be noticed because there are some parts of the field where the robots do
much better work than in others.

e The kicker, after aligning the ball and the receiver, starts the kick. While
performing the kick the robot sometimes loses the ball while it is approach-
ing it. This is most of the times due to the irregularities of the floor and
other times due to a bad alignment. Sometimes the ball is not lost, but
the robot in the last step is not able to see the receiver so it walks back-
wards to try to repeat the kick. In some places of the field this happens
continuously, getting into an infinite loop in which the robot tries to kick
and goes backward. This could be solved with a better recognition of the
robot.

e As it was expected, when the ball is near the boundary wall, the kicker is
not able to go all around it to find the other robot. And sometimes the
receiver is not able to stay at a distance of 1 m to the ball because there
is no room enough between the ball and the wall.

e When the receiver is looking at the ball and the other robot goes between
them then the receiver stops seeing the ball. It was expected that it
would restart with the looking for ball algorithm after losing the ball. But
this is not what usually happens. When the ball disappears behind the
kicker it is from time to time seen by the receiver between the legs of the
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kicker. Because it is not seen completely, the Vision Module reports a
larger distance. That makes the robot go towards it. But then the ball is
not seen anymore. When the ball is not seen the RECOVER FSM jumps to
the RECOVER BALL state that makes the robot go backwards for a time
or until the ball is seen again. Normally this time is enough to make the
kicker disappear and make the ball visible again. If the robot is going
backwards for a long time without seeing the ball it will start to search
the ball using the FIND AND LOOK FOR BALL FSM.

4.7 Code of the solution

The code is avaliable through the CVS of the TCC Framework. It is contained
in the directory Tcc/Framework/Behavior. These files are also available in
http://ai.cs.1lth.se/xj/inaki/. The different files developed were:

PassBall Contain the function that decides the ball owner, takes care of sharing
the information and runs the top MAIN PAss BALL FSM. It is called from
Behavior.cc of the framework.

StateRoot.h Is the class from which every class that is a state of an FSM
inherits.

MainPassBallState.h and MainPassBallState.cc Implement the states of
the MAIN PAss BALL FSM. !

SearcherState.h and SearcherState.cc Implement the states of the SEARCHER
FSM.

ReceiverState.h and ReceiverState.cc Implement the states of the RE-
CEIVER FSM.

KickerState.h and KickerState.cc Implement the states of the KICKER FSM.

SearchBallState.h and SearchBallState.cc Implement the states of the FIND
AND LOOK FOR BALL FSM.

KickState.h and KickState.cc Implement the states of the Kick FSM.

GoAndAlignState.h and GoAndAlignState.cc Implement the states of the
Go AND AvriGN FSM.

BasicBehaviors.h and BasicBehaviors.cc Contains the three functions that
implement the basic behaviors.

BehaviorValues.h Contains the values of all the constants used in the solu-
tion. It is very useful for tuning the behaviors and FSMs. 2

1The names of the classes that implement the states of the FSMs are not exactly the same
as the ones used in this document.

2The names of these constants are not exactly the same as the ones used in this report,
but they are explained so their correspondence should be obvious.
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Chapter 5

Conclusions and Future
Work

In this report a solution to the Ball Passing Problem has been presented. It
was used to study several variants of cooperation among AIBO robots. As it
has been seen in the results of Chapter 4, the solution works reasonably well.
The robots are able to pass and receive the ball. Most of the problems that
occur are caused by errors in the recognition of other robot and also because
the robot does not see the ball for a few seconds immediately before kicking.
The different ways to decide the roles of the robots work as expected, although
a preference for one of the dogs can be often noticed. The choice of FSM as a
structure to implement the behaviors has yielded good results, since FSMs can
be nested and easily reused.

In the future the most important improvement should be making a better
recognition of the robot, one providing reasonable distance estimation. This will
also allow testing the case of deciding the roles without any communication.

Another thing that is strongly recommended in order to meaningfully con-
tinue this work is implementing self-localization. It has been seen during the
analysis that current version does not work enough well but it would be very
useful. Having localization will allow better ball searching algorithm, in which
robots would truly cooperate. In addition, the suggested behavior of going from
one side of the field to the other could be implemented. More degrees of shared
information could be compared since absolute positions of the objects would be
known.

On the other hand, one possible extension of this work which could be imple-
mented and tested easily without improving the Framework, is similar Passing
Ball problem, but with more than two robots. This can be done with minor
modifications to the code.

The Communication Module works as expected, but sometimes if messages
are sent constantly and very often the communication collapses. A communi-
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cation based on the UDP protocol could be implemented and used in the cases
where information is being broadcast continuously.
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Appendix A

Segmented Images

In this Appendix the images taken to see how the Segmentation and the color
tables work are shown. The original image is on the left and the segmented one
on the right.

T -
3
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Appendix B

Object Recognition
Statistics

In this Appendix the statistics for the different positions and different objects
analyzed are shown.

Type of object Position

Ball 1

Object Distance Object Theta

2305.65 0.31

Average Distance Measured Average Distance error

2707 45 398,77
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
398,77 462,32 87.32
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,029 0,053 0.001
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
17,3% 420 42.0%

Type of object Position

LandmarkAL 1

Object Distance Object Theta

274591 -0.58

Average Distance Measured Average Distance error

2579.08 -166,52
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
248,21 807,91 36.09
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,035 0,133 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
9,0% 737,00 78.7%
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Type of object Position

LandmarkAR 1

Object Distance Object Theta

27459 0.55

Average Distance Measured| Average Distance error

2435.63 -307.28
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
326,78 1025,09 45.09
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,039 0,100 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
11,9% 773 77.3%

Type of object Position

letd 1

Object Distance Object Theta

242500 0,00

Average Distance Measured Average Distance error

292579 500,79
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
503,54 1377.00 102,00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,018 0,393 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
20,8% 1000 100.0%

Type of object Position

Ball 2

Object Distance Object Theta

1359.24 0,53

Average Distance Measured| Average Distance error

1457 45 63,24
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
94,02 87,76 18.76
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,060 0,116 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
6,8% 363 36.3%

Type of object Position

LandmarkAL 2

Object Distance Object Theta

1954.94 -0.536

Average Distance Measured| Average Distance error

1507 .51 477 44
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
477,44 656,94 253,94
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,056 0,091 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
24,1% 706 70.6%
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Type of object Position

LandmarkAR 2

Object Distance Object Theta

195494 .56

Average Distance Measured| Average Distance error

1624.07 -360.85
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
360,88 534,94 119,94
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,048 0,373 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
18,2% 633 G3.3%

Type of object Position

letd 2

Object Distance Object Theta

1425.00 0,00

Average Distance Measured Average Distance error

1745 97 32097
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
347,07 773,00 133,00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,089 1,170 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
24,4% 1000 100.0%

Type of object Position

Ball 3

Object Distance Object Theta

535,52 -0.35

Average Distance Measured| Average Distance error

58212 43,60
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
73,27 326,43 0.52
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,101 0,493 0.005
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
13,6% 955 95.5%

Type of object Position

LandmarkAL 3

Object Distance Object Theta

2473,86 -1.33

Average Distance Measured| Average Distance error

2012.99 460,87
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
460,87 645,56 212,86
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,034 0,065 0.004
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
18,6% 551 55.1%
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Type of object Position

LandmarkAR 3

Object Distance Object Theta

445,53 0,749

Average Distance Measured| Average Distance error

610,43 -235.05
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
238,29 265,53 5.53
Average Abs Theta Error Max Abs Theta Error 0,00
0,099 0,419 0.006
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
28,1% 645 64.5%

Type of object Position

letd 3

Object Distance Object Theta

115564 -0,39

Average Distance Measured Average Distance error

1464 54 308,85
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
496,97 109731 1,31
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,839 2,021 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
43,0% 1000 100.0%

Type of object Position

Ball 4

Object Distance Object Theta

1000.00 0,00

Average Distance Measured| Average Distance error

942 19 -57 .81
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
60,31 151.00 0.00
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,026 0,073 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
6,0% 1000 100.0%

Type of object Position

LandmarkAL 4

Object Distance Object Theta

3624.91 -0.43

Average Distance Measured| Average Distance error

3864 67 704,49
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
704,49 1199.09 149.09
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,038 0,161 0.011
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
19,4% 73 7.8%
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Type of object Position

LandmarkAR 4

Object Distance Object Theta

3624.91 0.43

Average Distance Measured| Average Distance error

3582053 195.62
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
297,71 1586.,09 0.91
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,038 0,103 0.001
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
8,2% 747 74.7%

Type of object Position

letd 4

Object Distance Object Theta

342500 0,00

Average Distance Measured Average Distance error

4186.21 761,21
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
761,21 1537.00 405.00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,019 0,079 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
22,2% 966 96.6%

Type of object Position

Ball 5

Object Distance Object Theta

1000.00 0,00

Average Distance Measured| Average Distance error

947 35 5212
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
55,50 135.00 0.00
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,026 0,033 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
5,5% 1000 100.0%

Type of object Position

LandmarkOL 5

Object Distance Object Theta

274591 -0.58

Average Distance Measured| Average Distance error

2700.,93 -44 92
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
128,52 779,09 1,09
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,050 0,179 0.002
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
4,7% 807,00 30.7%
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Type of object Position

LandmarkOR 5

Object Distance Object Theta

27459 0.55

Average Distance Measured| Average Distance error

277012 24.21
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
186,64 752,91 1,09
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,075 0,427 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
6,8% 794 79.4%

Type of object Position

IetO 5

Object Distance Object Theta

242500 0,00

Average Distance Measured Average Distance error

3035.91 610,91
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
610,91 1285.00 79.00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,041 0,109 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
25,2% 1000 100.0%

Type of object Position

Ball 6

Object Distance Object Theta

141421 0,79

Average Distance Measured| Average Distance error

162775 113,53
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
116,66 482,79 5.21
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,021 0,120 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
8,2% 770 77.0%

Type of object Position

LandmarkOR. B

Object Distance Object Theta

3397.06 0,53

Average Distance Measured| Average Distance error

368775 290,69
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
492,14 2713.06 53.94
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,109 0,714 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
14,5% 726 72.6%
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Type of object Position

et 6

Object Distance Object Theta

2623.09 0,39

Average Distance Measured| Average Distance error

291254 259,44
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
443,63 1335.09 0.91
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,052 0,813 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
16,9% 937 93.7%

Type of object Position

Ball 7

Object Distance Object Theta

154391 0,36

Average Distance Measured Average Distance error

214377 299,586
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
301,41 927,09 38.91
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,046 0,094 0.002
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
16,3% 703 70,3%

Type of object Position

LandmarkOL 7

Object Distance Object Theta

195494 -0.36

Average Distance Measured| Average Distance error

174504 -236.,90
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
237,16 455,94 11.06
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,059 0,131 0.013
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
11,9% 594 £9.4%

Type of object Position

LandmarkOR. 7

Object Distance Object Theta

1954.94 0,56

Average Distance Measured| Average Distance error

1697.20 -287.74
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
289,74 495,94 11.06
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,073 0,429 0.004
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
14,6% 695 £9.5%
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Type of object Position

et 7

Object Distance Object Theta

1425.00 0,00

Average Distance Measured| Average Distance error

234730 922,30
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
922,30 1909.00 274,00
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,119 0,246 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
64,7% 1000 100.0%

Type of object Position

Ball 3

Object Distance Object Theta

500,00 0,00

Average Distance Measured Average Distance error

590,47 90.47
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
97,30 533,00 1,00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,050 0,142 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
19,5% 1000 100.0%

Type of object Position

LandmarkOF. 3

Object Distance Object Theta

3624.91 0,43

Average Distance Measured| Average Distance error

471903 1094 11
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
1114,06 1875.09 5.08
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,098 0,746 0.009
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
30,7% 752 75.2%

Type of object Position

MNetd 3

Object Distance Object Theta

3425.00 0,00

Average Distance Measured| Average Distance error

4914 04 145904
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
1489,04 2075,00 550,00
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,068 0,133 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
43,5% 773 77.3%
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Type of object Position

Ball 9

Object Distance Object Theta

2353.72 -0.21

Average Distance Measured| Average Distance error

2625,09 271,37
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
271,37 417,28 42.28
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,025 0,053 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
11,5% 936 93.6%

Type of object Position

LandmarkAL 9

Object Distance Object Theta

466476 1.03

Average Distance Measured Average Distance error

4706.71 41.95
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
429,96 1912.76 79,76
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,033 0,542 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
9,2% 632 63.2%

Type of object Position

LandmarkOF. 9

Object Distance Object Theta

247386 -0.24

Average Distance Measured| Average Distance error

2577 B9 103,53
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
180,84 221114 11.14
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,043 0,941 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
7,3% 973 97.3%

Type of object Position

Ietd 9

Object Distance Object Theta

422204 1,36

Average Distance Measured| Average Distance error

319225 -1029.79
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
1029,79 324404 512,04
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,036 0,383 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
24,4% 602 60.2%
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Type of object Position

et 9

Object Distance Object Theta

1155.69 -0.65

Average Distance Measured| Average Distance error

1409.53 253,88
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
337,45 228831 0.31
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,095 0,733 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
29,2% 599 59.9%

Type of object Position

Ball 10

Object Distance Object Theta

2505,99 -1.07

Average Distance Measured Average Distance error

256927 63,28
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
63,28 265,01 53,01
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,023 0,033 0.023
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
2,5% 746 74 6%

Type of object Position

LandmarkAL 10

Object Distance Object Theta

354683 0,71

Average Distance Measured| Average Distance error

328584 -260,99
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
331,14 97783 g.17
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,020 0,200 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
9,3% 733 73.3%

Type of object Position

LandmarkAR 10

Object Distance Object Theta

2319.48 1,70

Average Distance Measured| Average Distance error

339.00 -1930.43
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
1980,48 1980.45 1980.45
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,747 0,747 0.747
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
85,4% 9 0.9%
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Type of object Position

LandmarkOL 10

Object Distance Object Theta

231948 -1.70

Average Distance Measured| Average Distance error

432.00 -18587 48
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
1667,48 186748 1867.48
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,711 0.711 0.711
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
81,4% 3 0.5%

Type of object Position

LandmarkOR 10

Object Distance Object Theta

354683 -0.71

Average Distance Measured Average Distance error

3312.85 164.99
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
247,51 160917 21.83
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,031 0,154 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
7,0% 859 85.9%

Type of object Position

Meth 10

Object Distance Object Theta

270567 1,11

Average Distance Measured| Average Distance error

211065 -594 93
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
594,98 793,67 .67
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,016 0,054 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
22,0% 661 66.1%

Type of object Position

MNetd 10

Object Distance Object Theta

270567 -1.11

Average Distance Measured| Average Distance error

2605.49 -100.13
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
652,69 1507.33 13.33
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,119 1,434 0.002
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
25,2% 746 74.6%
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Type of object Position

Ball 11

Object Distance Object Theta

2607 63 1,00

Average Distance Measured| Average Distance error

2634,95 7727
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
153,63 211,68 38.68
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,024 0,037 0.005
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
5,9% 58 5.8%

Type of object Position

LandmarkAL 11

Object Distance Object Theta

274591 0,99

Average Distance Measured Average Distance error

2399.78 -346.12
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
353,65 310,91 45.08
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,014 0,075 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
12,9% 652 65.2%

Type of object Position

LandmarkOF. 11

Object Distance Object Theta

274591 -0.99

Average Distance Measured| Average Distance error

262085 -125.02
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
186,62 1091.09 1,09
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,052 0,561 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
6,8% 700 70.0%

Type of object Position

Ietd 11

Object Distance Object Theta

2425,00 1,57

Average Distance Measured| Average Distance error

194042 -434 58
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
502,95 1375.00 4.00
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,066 0,703 0.008
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
20,7% 531 53.1%
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Type of object Position

et 11

Object Distance Object Theta

2425.00 -1.57

Average Distance Measured| Average Distance error

235663 55,32
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
499,90 186400 30.00
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,024 0,104 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
20,6% 545 54 5%

Type of object Position

Ball 12

Object Distance Object Theta

1000.00 1,57

Average Distance Measured Average Distance error

1001.46 1,46
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
17,02 49.00 0.00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,055 0,073 0.030
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
1,7% in 31.1%

Type of object Position

LandmarkAL 12

Object Distance Object Theta

3624.91 1,14

Average Distance Measured| Average Distance error

334156 -283.35
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
365,92 214391 0.91
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,037 0,644 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
10,1% 601 G0.1%

Type of object Position

LandmarkOR. 12

Object Distance Object Theta

1954.94 -0.71

Average Distance Measured| Average Distance error

1665.30 -319.64
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
319,67 505,94 11.06
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,047 0,081 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
16,1% 304 30.4%
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Type of object Position

Meth 12

Object Distance Object Theta

3425.00 1,57

Average Distance Measured| Average Distance error

2613.89 -311.11
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
811,11 102400 212,00
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,010 0,051 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
23,7% 217 51.7%

Type of object Position

IetO 12

Object Distance Object Theta

1425.00 -1.57

Average Distance Measured Average Distance error

2227380 a00.50
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
841,28 2173,00 5.00
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,310 1,742 0.014
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
59,0% 619 61.9%

Type of object Position

Ball 13

Object Distance Object Theta

233238 0,24

Average Distance Measured| Average Distance error

248778 156 40
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
171,26 435,62 53,62
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,010 0,034 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
7,3% 333 35.3%

Type of object Position

LandmarkAR 13

Object Distance Object Theta

431045 0,56

Average Distance Measured| Average Distance error

434985 39.40
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
417,76 1879 45 73.55
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,022 0,460 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
9,7% 658 65.5%
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Type of object Position

LandmarkOR 13

Object Distance Object Theta

2716,62 -0.90

Average Distance Measured| Average Distance error

2765,32 21,71
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
214,37 2783.38 30,38
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,072 0,339 0.001
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
7,9% 702 70.2%

Type of object Position

letd 13

Object Distance Object Theta

4584 33 0,52

Average Distance Measured Average Distance error

397512 -609.71
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
609,71 1059.83 160,83
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,012 0,073 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
13,3% 519 51.9%

Type of object Position

MetO 13

Object Distance Object Theta

1273.04 -1.13

Average Distance Measured| Average Distance error

1742 81 469,78
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
549,32 3673,96 3.04
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,070 1,174 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
43,2% 706 70.6%

Type of object Position

Ball 14

Object Distance Object Theta

1562.05 1,48

Average Distance Measured| Average Distance error

1436.95 -125.07
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
311,33 1315.05 17.95
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,047 0,264 0.008
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
19,9% 536 53.6%
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Type of object Position

Meth 14

Object Distance Object Theta

1740.57 1,40

Average Distance Measured| Average Distance error

1595.63 -142.19
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
297,48 551,87 124,13
Average Abs Theta Error Ilax Abs Theta Error Min Abs Theta Error
0,033 0,034 0.000
Percentage Distance Error Measures Confidence=0 %Measures Confidence=0
17,1% 569 56.9%

Type of object Position

Ball 15

Object Distance Object Theta

220907 1,48

Average Distance Measured Average Distance error

245394 244 87
Average Abs Distance Error) Max Abs Distance Error Min Abs Distance Error
244,87 561,93 37.93
Average Abs Theta Error IMax Abs Theta Error Min Abs Theta Error
0,007 0,036 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
11,1% 491 49 1%

Type of object Position

LandmarkAL 14

Object Distance Object Theta

2319.48 1,44

Average Distance Measured| Average Distance error

1952.049 -337.39
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
337,39 576,48 165.45
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,018 0,058 0.000
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
14,5% 506 50.6%

Type of object Position

LandmarkOR. 14

Object Distance Object Theta

2319.48 -1.44

Average Distance Measured| Average Distance error

2072 44 -247 .05
Average Abs Distance Error| Max Abs Distance Error Min Abs Distance Error
253,28 596,45 15.45
Average Abs Theta Error llax Abs Theta Error Min Abs Theta Error
0,066 0,654 0.001
Percentage Distance Error| Measures Confidence=0 %Measures Confidence=0
10,9% 522 52.2%

81




Appendix C

Localization Statistics

In this Appendix the statistics of the measures of the self localization for fifteen
different positions are shown. The fifteen different positions where the measures
were taken are shown in Table C.1. The point = 0,y = 0 is the center of the
field. The positive x axes goes to the yellow net.

Position \ X \ Y \ O ‘
1 0 0 0
2 1000 0 0
3 1700 900 0
4 -1000 0 0
5 0 0 T
6 0 1000 T
7 -1000 0 T
8 1000 0 T
9 -1700 | 900 | —m/2
10 0 1200 | —7/2
11 0 0 —7/2
12 -1000 0 —m/2
13 -2000 | 1200 | —7/4
14 1000 | -1000 | —m/4
15 0 -1200 | —7/2

Table C.1: Fifteen positions where the measures were taken (X and Y in mm,
O in radians).
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Position 1

Minimun Theta Erraor

Minimun X Erraor

Minimun Y Errar

Minimun Distance Errar

0.00 2500 2500 3536

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
077 182500 1375.00 206812

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
035 42310 784 25 989.21

Position 2
Minimun Theta Error) Minimun X Error. Minimun Y Error - Minimun Distance Error
0.00 2500 7500 285.04
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
314 875.00 1275.00 1329.00
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
045 213.20 700,10 745 33

Position 3
Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.02 2500 2500 127 48
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
3.10 3875.00 182500 390400
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
072 916,40 736,85 120938

Position 4
Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 2500 2500 3536
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
3.13 3175.00 132500 3421 44
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
0.23 852 55 35514 100739

Position 5
Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 2500 2500 3536
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
0,64 775,00 132500 1425 22
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
032 341,55 87210 970,66

83




Position 6

Minimun Theta Error) Minimun X Error. Minimun Y Error - Minimun Distance Error
0.00 2500 2500 3536

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
0,76 1875.00 1875.00 2547 79

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
0.23 214 55 659 25 735,95

Position 7

Minimun Theta Error) Minimun X Error. Minimun Y Error - Minimun Distance Error
0.00 2500 2500 176.78

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
0.93 775,00 1375.00 1471.82

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
046 32710 96910 103525

Position 8
Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 2500 2500 3536
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
3.14 1175.00 1375.00 1808 66
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
041 1063 .55 664,04 1322 36

Position 9
Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 2500 2500 3536
Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
0,97 302500 222500 3122 70
Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
0.23 438.30 38214 610 46

Position 10

Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 175.00 2500 226,38

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
4 66 182500 2475.00 2831.30

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
0.30 446 05 617.30 888.56
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Position 11

Minimun Theta Errorl Minimun X Error. Minimun Y Error. - Minimun Distance Error
0.00 2500 2500 3536

Maximun Theta Errar | Maximun X Errar | Maximun Y Error | Maximun Distance Error
053 925 00 132500 1425 22

Average Theta Error.  Average X Error Average Y Error.  Average Distance Error
013 351,40 30950 506,49

Position 12

Minimun Theta Errorl Minimun X Error. Minimun Y Error. - Minimun Distance Error
0.00 2500 2500 3536

Maxamun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
470 2125 00 1375.00 2167 .08

Average Theta Error.  Average X Error Average Y Error. Average Distance Error
0,37 406 15 60270 758,62

Position 13

Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
0.00 2500 25.00 3536

Maxamun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
142 3925 00 252500 3942 87

Average Theta Error.  Average X Error Average Y Error.  Average Distance Error
0.23 327 .40 743.00 870.10

Position 14

Minimun Theta Error) Minimun X Errorl Minimun % Error. - Minimun Distance Error
037 102500 975.00 1414 66

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
0.70 2375.00 1275.00 2567 34

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
056 1333.50 101535 1683820

Position 15

Minimun Theta Errar) Minimun X Error. Minimun Y Errar Minimun Distance Error
0.00 2500 825.00 109529

Maximun Theta Error | Maximun X Error | Maximun Y Error | Maximun Distance Error
3.34 975,00 142500 162980

Average Theta Errar.  Average X Error)  Awverage Y Error Average Distance Error
0,60 534 50 1199 95 1360 57
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Appendix D

Measures of the Kicks

In this Appendix the measures of the position for the four analyzed kicks are
shown and also the histograms for theta and y distance.

Y distance | X distance Alpha Y distance | X distance Alpha
21 8.5 679637731 162 -95[ 120388202
31.5 5| 80,9806776 169 -6 105 226428
39 2| 87.0643266 169 46 23| 822725484
41 2| 872072978 170 11] 862977871
525 2| 8781833586 175 -22| 97 1653087
86 38| B6,16125393 186 -40[ 1021365824
93 12,6] 82 7311151 189 16] 864622275
106 -32 106795372 191 12| 86,4049903
109 48] 65794114 202 16] 86,7531574
111 -9.5] 948917722 205 18] 849820204
113 -11| 95,6589473 205 -13[ 936285322
113 44 B3,72503 208.4 -85 112882777
119 40| 714207296 213 -17[ 94 5632293
122 7| 867161377 221 16] 85859114
122 25 78.4193808 222 30| 823039433
127 5 25| 78908277 224 10] 874435499
149 -18] 96,88825383 233 -14[ 934385308
150 22| 816561084 248 3.5 891914439
160 5 G| 87.7169919 255 -30[ 107 417971
163 -13[ 94 ,5599501 261 0 90
194 13,6] 860193387 264 -24 5| 95 3020357

Figure D.1: Measures of Kickl in the left, of Kick7 in the right.

In Figure D.3 the histograms of the measures of the y value of the resulting
position can be seen for the kicks analyzed.

In Figure D.4 the histogram of the angles for the 21 repetitions of the four
kicks analyzed are shown in order to know how straight the kicks are.
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Y distance | X distance Alpha Y distance | X distance Alpha
21 2| 95440332 93 46| 64.8552144
25 4.5] 79.7960263 103 23| 77.4123066
34.5 4| 966134605 107 34| 723719506
43 24| 119167613 115 -1.5] 90,7472538
43.5 -10.5] 103570434 116 26| 76.4295656
50 20| 68.1985805 119 30| 75.8505239
51 22.5| 661940565 119 11| 847187594
52 17.56[ 71.3999341 135 -28] 102123738
53.5 -26| 117625963 137 11| 854094568
56 -3| 981301024 140 7| 871375948
57 11 79.0771953 142 -1.5] 906052146
59 17| 73.9264253 142 -30] 101.929322
B0 3.5| 866615295 144 23| 808925242
61 16 75.30265807 146.5 1.56| 894133743
B2 -26| 112750876 148 16| 83.8295249
£3.5 5.5| 850497273 149 -32| 102121015
B4 4| B6.4236656 155 4 914782727
54 -19] 106534838 157 10| 86,3555105
5.5 -1.5] 91.3118878 157 10| 86,3555105
GG 3| 87.3974378 158 16| 842176077
g3 -12.5] 955645166 172 -11] 93.6592515

Figure D.2: Measures of Kick10 in the left, of Kick11 in the right.
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Figure D.3: Y histograms for the four analyzed kicks.
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Figure D.4: Theta histograms for the four analyzed kicks.
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Appendix E

Glossary of Constants of
the Behaviors

Here the constants used in the Basic Behaviors and in the FSMs are explained:

ConfidenceRangel Value of the confidence of the ball that rules the transi-
tions in FIND AND LOOK FOR BALL FSM.

ConfidenceRange2 Value of the confidence of the OtherRobot that rules the
transitions in the Go AND ALIGN FSM.

ConfidenceRange3 Value of the confidence of the OtherRobot that rules the
transitions in the Go AND ALIGN FSM.

ConfidenceRange4 In the CenterKick State of Kick FSM if this confidence
of the Other Robot is not reached, the kick is canceled.

ConfidenceRange5 Value of the confidence of the Ball that rules the transi-
tions in the KicCKER FSM.

ConfidenceRange6 Value of the confidence of the Ball that rules the transi-
tions in the KICKER FSM.

ConfidenceRange7 Value of the confidence of the Ball that rules the transi-
tions in the KiICKER FSM.

ConfidenceRange8 Confidence of the OtherRobot that conditions if there
should be a transition from To Ball State to Kick Ball State in the KICKER
FSM.

ConfidenceRange9 Confidence of the Ball that conditions if there should be
a transition from To Ball State to Kick Ball State in the KiCKErR FSM.

ConfidenceRangel0 Value of the ball confidence that rules transitions in the
RECEIVER FSM.

90



ConfidenceRangell Value of the ball confidence that rules transitions in the
RECEIVER FSM.

ConfidenceRangel2 Value of the ball confidence that rules transitions in the
RECEIVER FSM.

ConfidenceRangel3 Value of the ball confidence that rules transitions in the
SEARCHER FSM.

Distancel Desired distance for the Go To Ball State in the Go AND ALIGN
FSM.

Distance2 Desired distance for the Align With Ball State in the GO AND
ALIGN FSM.

DistanceRangel Limit of distance in the GO To OBJECT Behavior in which
speed(distance) behaves different.

DistanceRange2 Limit of distance in the GO AROUND OBJECT Behavior that
makes alpha direction of movement change.

DistanceRange3 Limit of distance ALIGN OBJECT WITH OBJECT that makes
alpha direction of movement change.

DistanceRange4 Distance range that rules transitions in the GO AND ALIGN
FSM.

DistanceRange5 Distance range that rules transitions in the GO AND ALIGN
FSM.

DistanceRange6 Distance range that rules transitions in the Go AND ALIGN
FSM.

DistanceRange7 Value of distance to the Ball that conditions if there should
be a transition from To Ball State to Kick Ball State in the KicKER FSM.

ThetaDifferenceRange Limit of the difference between ©; and ©; in the
AvLieN OBJECT WITH OBJECT that makes alpha direction of movement
change.

ThetaDifferenceRange Difference between ©; and ©5 that conditions if there
should be a transition from To Ball State to Kick Ball State in the KICKER
FSM.

ThetaRangel Limit of theta in the GO To OBJECT Behavior in which spin(theta)
behaves differently.

ThetaRange2 Limit of theta in the GO AROUND OBJECT Behavior in which
spin(theta) behaves differently.

ThetaRange3 Limit of theta in the ALIGN OBJECT WITH OBJECT Behavior
in which spin(theta) behaves differently.

ThetaRange4 In the FIND AND LOOK FOR BALL in the Look to Ball State
the theta converges to a value between £+ ThetaRange4.
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ThetaRange5 Limit of theta related to the OtherRobot that rules transitions
in the Kick FSM.

ThetaRange6 Value of theta to the Ball that rules the transitions in the
Ki1ckeERrR FSM.

ThetaRange7 Value of theta to the Ball that conditions if there should be a
transition from To Ball State to Kick Ball State in the KiCKER FSM.

ThetaRange8 Value of theta to the ball that rules transitions in the RECEIVER
FSM.

ThetaRange9 Value of theta to the ball that rules transitions in the SEARCHER
FSM.

Timerl
Timer2
Timer3
Timer4
Timer5
Timer6
Timer7

Timer8

Timer that rules transitions in FIND AND LOOK FOR BALL FSM.
Timer that rules transitions in FIND AND LOOK FOR BALL FSM.
Timer that rules transitions in Kick FSM.

Timer that rules transitions in Kick FSM.

Timer that rules transitions in Kick FSM.

Timer that rules transitions in KICKER FSM.

Timer that rules transitions in KICKER FSM.

Timer that rules transitions in RECEIVER FSM.

01 Theta angle to objectl in ALIGN OBJECT WITH OBJECT Behavior.

Oy Theta angle to object2 in ALIGN OBJECT WITH OBJECT Behavior.
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