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Abstract

The integration of small mobile systems and devices into existing computing infrastructures requires efforts on the programming and on the networking layer. Both layers are often addressed by middleware that offers simple abstractions at the programming layer while implementing them on the networking layer. This paper focuses on JavaSpaces and Jini, a middleware provided by Sun. JavaSpaces implement a shared tuple space, a popular abstraction at the programming layer. Jini supports JavaSpaces on the networking layer. Unfortunately, Jini requires a full Java Virtual Machine and does not run on small systems. This paper presents an alternative implementation of the JavaSpace abstractions that is independent of Jini. It allows integrating transparently small devices into existing infrastructures while using the usual JavaSpace abstractions. Design, implementation and results are presented.

1. Introduction

Small devices, like mobile phones or personal digital assistants, are becoming more and more popular. Also, equipment and devices in industrial automation is more and more equipped with (limited) computational power. In order to use these devices with existing computing infrastructure, common networking facilities and programming abstractions for distribution must be provided.

The image of a process in industrial automation can be regarded as an example of a widely used abstraction in distributed programming, namely hiding distribution by providing shared access to distributed data by reading and writing shared variables. This shared data space approach has its counterpart in distributed systems at various places: it is found in distributed shared virtual memory systems that share data at the page level, in agent-based and multi-robot systems that are based on blackboard architectures, and in coordination languages such as Linda [21], that allow sharing on the level of structured variables.

The JavaSpace middleware provided by Sun [17] implements the shared data space model for Java objects (called entries in the JavaSpace). It is part of the Jini frameworks for mobile networked devices [15]. Hence, the JavaSpace middleware is a promising candidate for the integration of small devices in distributed processes.

However, Jini / JavaSpaces require a full Java Virtual Machine, which is not supported by small devices in many cases. The reason for this is that the implementation of Jini and JavaSpaces relies on another very popular abstraction for distributed programming, namely remote procedure calls which are intrinsic in Java as RMI (Remote Method Invocations) and object serialization. The support of these powerful general purpose distributed computing abstractions blows up the Java Virtual Machine. Hence, for supporting small devices, Sun introduced a limited Java configuration called MIDP (Mobile Device Information Profile) [20] with an own virtual machine, the K Virtual Machine. This virtual machine does not support RMI and object serialization. As a consequence, small devices using the MID profile cannot directly communicate with JavaSpaces because of missing RMI and serialization capabilities. So, the problem is to implement a middleware that provides JavaSpace communication for MIDP.

The solution presented in this paper relies on implementing the shared dataspace abstraction directly on the messaging layer, thus removing the need for a general purpose RMI and serialization support. A distributed client - proxy architecture, in which the client is completely based on MIDP and works on the small devices, achieves this. The client implementation, denoted as Small JavaSpace Client SJC), supports the standard JavaSpace classes and interfaces. Hence the same API is available for MIDP JavaSpace client as for a “real” JavaSpace. The proxy is installed on a machine that is running a full Java Virtual Machine – mostly on the host that is running the JavaSpace itself – and converts the network messages to actual JavaSpace entries and operations.

All in all, this solution allows writing, reading and taking JavaSpace entries and basic lease handling for MIDP. Standard JavaSpace interfaces can be used on the MID device, so code has not to be rewritten. Furthermore, hosts running a full Java Virtual Machine can communicate with the small device via JavaSpace with-
out even being aware of the client – proxy solution. Performance tests show that this distributed architecture is even faster than a usual JavaSpaces implementation. As application example, the Small JavaSpace Client and proxy are integrated into a project working with small mobile robots.

Chapter 2 introduces the technological background of this work and discusses related work. Chapter 3 presents the client-proxy architecture for JavaSpace and some aspects. Performance measurements as well as an application example are found in chapter 4. Finally, some conclusions and references are given.

2. Background and related work

2.1. Java
Java and its runtime additions can be used as a complete middleware framework for web programming, distributed enterprise applications, and embedded applications. The Java 2 Standard Edition (J2SE) offers an object oriented programming language, which can be used platform independently [2]. As Java programs are executed on a virtual machine, the Java Virtual Machine (JVM), they can be used on all platforms for which such a virtual machine exists [2]. Distributed computing with Java is based on Remote Method Invocation (RMI). It offers the possibility to remotely invoke methods of Java objects on other Java Virtual Machines. This other virtual machine does not need to be run on the same host [16].

2.2. JavaSpace / Jini
Jini technology was developed to set up flexible, easy administered networks supporting dynamic services and devices. These services are entities that can be added and deleted flexibly [15]. Communication between services is established by using RMI. JavaSpaces, a part of Jini, implements the tuple space abstraction known from Linda [21] and provide a shared virtual object pool, which e.g. can be used to store data. This data is organized in so called entries. An entry is an object consisting of fields, which are objects themselves. Entries can be looked up by templates [17]. There are four kinds of operations that can be executed on entries and templates:

1. You can write an entry into a JavaSpace (write).
2. You can read an entry, which matches a template, from a JavaSpace (read).
3. You can read and also remove this entry from the JavaSpace (take).
4. You can listen to events that are generated by writing entries into the JavaSpace (notify).

Every component that is connected to a JavaSpace can do all four operations on the entries in the JavaSpace. Multiple operations can be grouped as transactions [17].

An application writing an entry to the JavaSpace can limit this entry’s lifetime. The write method returns a lease for the entry by which the lifetime can be modified [17].

2.3. MIDP
The most prominent configuration for Java on small devices is the Mobile Information Device Profile (MIDP) [20]. MIDP is a special profile of the Connected Limited Device Configuration (CLDC), a limited Java implementation and thus part of the Java 2 Micro Edition (J2ME). It is implemented in most mobile phones and available for nearly all kinds of PDAs. Nevertheless there also exist another profile and also another configuration, the Connected Device Configuration (CDC), which itself contains several profiles (see table 2.1). Although these profiles may be applicable for many devices for which a KVM exists and CDC supports more functions needed for JavaSpaces, MIDP has become a quasi standard and is thus used in our work.

MIDP applications are run in a small virtual machine, the so called K(ilo) Virtual Machine (KVM). They are based on a special class which is called MIDlet [20]. This class handles the life cycle of the program. Life cycles can be subdivided into the states of the MIDlet. A MIDlet can be loaded, active, paused, or destroyed. For each of these states a corresponding function exists which is called by the program manager.

The name “Kilo” Virtual Machine comes from the attempt to reduce the virtual machine’s size to about 100 kByte. For this, some functions of the standard Java Virtual Machine, which are needed for communicating with JavaSpaces, are excluded (e.g. RMI, serialization). Moreover the profile does not allow for security reasons dynamic class loading from sources different than its own JAR file.

As the KVM only needs few resources (a ROM of 136 kByte and a RAM of 32 kByte), it is ideal for the use with small, resource constrained devices.

<table>
<thead>
<tr>
<th>Edition</th>
<th>Configuration</th>
<th>Profile</th>
<th>VM</th>
<th>ROM</th>
<th>RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>J2ME</td>
<td>CLDC</td>
<td>MIDP</td>
<td>KVM</td>
<td>136K</td>
<td>32K</td>
</tr>
<tr>
<td>J2ME</td>
<td>CLDC</td>
<td>PDA</td>
<td>KVM</td>
<td>512K</td>
<td></td>
</tr>
<tr>
<td>J2ME</td>
<td>CDC</td>
<td>Foundation</td>
<td>CVM</td>
<td>1.0M</td>
<td>128K</td>
</tr>
<tr>
<td>J2ME</td>
<td>CDC</td>
<td>Personal</td>
<td>CVM</td>
<td>2.5M</td>
<td>1.0M</td>
</tr>
<tr>
<td>J2ME</td>
<td>CDC</td>
<td>RMI</td>
<td>CVM</td>
<td>2.5M</td>
<td>1.0M</td>
</tr>
<tr>
<td>J2SE</td>
<td>—</td>
<td>—</td>
<td>JVM</td>
<td>98M</td>
<td>64M</td>
</tr>
</tbody>
</table>

Table 2.1: Overview virtual machines based on [14]
2.4. Related work

As discussed in sections 2.2 and 2.3, Jini is ideal for mobile devices and MIDP is ideal for small devices. The problem is that one cannot use Jini services like JavaSpaces from MIDP because of the missing RMI and serialization implementation. So integrating small devices into a Jini environment has received much attention in research and development.

In the following, standardization and research efforts fitting into this line of research presented. Surrogate [1][3], the most prominent of them, is an architecture developed by Sun. It is based on the idea to have a gateway between a Jini network and a device which is not able to directly take part in this network. This gateway consists of a Surrogate Host running on a so called “Host-capable Machine” [1]. Moreover the Surrogate Host implements a connection to the external, not-Jini-able device, a so called Interconnect. Via this Interconnect the surrogate, which contains all necessary information about the small device, is sent to the host. As the Interconnect can be used with a broad range of connections (LAN, Bluetooth ...), it needs an own protocol. The JiniME [10] extends Surrogate to a complete framework for providing Jini capabilities to small devices. Integrating small devices in the surrogate approach requires adopting the application code to the Interconnect protocol. A similar conclusion holds for the solution presented in [13]. It implements the surrogate architecture on mobile phones based on their MIDP-capability while changing the MID profile. Moreover a new surrogate protocol is suggested. So, all in all, three things are different to the solution presented in this paper: The specialization to cellular phones, the usage of surrogate instead of JavaSpace commands and the changing of the MID Profile.

In [12], access to Jini-services with MIDP 1.0 is achieved by tunneling Jini commands through HTTP. The solution enables the usage of arbitrary Jini services, but not with the standard Jini commands.

The Open Services Gateway Initiative (OSGi) defines a complete computing environment for networked services based on Java. In this environment management systems exist, which can manage any devices [6]. The environment supports many standardized services like HTTP, XML, UPNP, XML-HTTP and Jini, but it also has its own API [5]. Thus it is usable for many operating systems and can communicate with a usual Jini environment.

The main aim of Many-to-Many-Invocation (M2MI) is to work on collaborative systems that use wireless networks as communication technique like JavaSpaces several layers are necessary in addition to standard TCP/IP communication. As discussed in the chapter 2.3, the MID profile from device to device [7]. Furthermore RMI is implemented to M2MI by giving devices references to the invoked method, so called handles [8]. Based on this framework the Anhinga project was started to develop a complete infrastructure for collaborative applications.

Main differences of those open standards to the Small JavaSpace Client are the usage of own commands, but these commands enable access to arbitrary Jini services.

Inca X ME, JMatos and YoCOA are three commercial solutions for integrating MIDP into JavaSpaces:

Inca X offers an own gateway (X ME gateway) to make MIDP applications communicate with Jini Services. For this it offers three software editions, the Community, the Standard and the Enterprise Edition. The Enterprise Edition provides some additional administration [4].

In contrast to the Small JavaSpace Client, Inca X offers access to arbitrary Jini functions. This access is provided via own API commands.

PsiNaptic JMatos is based on the idea that Jini can be run without using RMI [9]. Moreover the Lookup Service has to be intrinsic to the device’s purpose. If a lookup service resides on a device which only offers services, this device needs only few resources.

JMatos provides an own software and not an extension to MIDP. So it differs from the Small JavaSpace Client in the fact that it may not be usable with every device that is able to run a K Virtual Machine for MIDP.

YoCOA provides a limited RMI for CLDC and MIDP, so that any J2ME device can manipulate objects on the server [11]. Data transmission in YoCOA is based on HTTP. Thus it allows object transmission, but is not directly intended to enable communication with JavaSpaces for small devices.

3. A Small JavaSpace Client

3.1. Architecture

Any application based on JavaSpaces has a fixed communication layers structure shown in figure 3.1.

<table>
<thead>
<tr>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>JavaSpace</td>
</tr>
<tr>
<td>Jini</td>
</tr>
<tr>
<td>Remote Method Invocation (RMI)</td>
</tr>
<tr>
<td>Messages (TCP/IP)</td>
</tr>
<tr>
<td>WLAN</td>
</tr>
</tbody>
</table>

Figure 3.1: Communication layers for JavaSpaces

This figure shows that for the use of a sophisticated communication technique like JavaSpaces several layers are necessary in addition to standard TCP/IP communication. As discussed in the chapter 2.3, the MID profile
does not offer these layers for several reasons: Neither is an application allowed to load classes dynamically from outside its own JAR file. Nor can you execute any command on another host, because RMI is not included. Furthermore serialization is not implemented in MIDP.

So, for enabling a MIDP device to communicate with JavaSpaces, a new approach has to be found. Usually new approaches concerning this topic result in new, specialized commands used for writing, reading or taking entries to / from the JavaSpace. Using this approach requires learning how to use these new commands. As this is very time consuming, the task comes up to develop an architecture that offers the standard JavaSpace commands for MIDP without changing the profile.

For this, the JavaSpace classes and interfaces have to be rewritten for MIDP with the same API as on a full Java Virtual Machine. Moreover, the architecture has to use the communication facilities offered by MIDP for writing, reading and taking operations. These facilities are restricted to Transport Control Protocol (TCP) and User Datagram Protocol (UDP) connections. In contrast to full Java, MIDP is not able to use UDP multicast. Hence for both protocols, the client must know the IP address of the Small JavaSpace Proxy. This moreover means that the main advantage of UDP against TCP is gone. So TCP is chosen, as it is more reliable than UDP.

Writing, reading and taking entries requires sending all necessary information for this via a TCP connection. So at least the command (e.g. “write”), the timeout information and the entry must be transmitted. Furthermore, leases or entries may be returned to the client.

As serialization is not implemented in MIDP, objects (like entries) cannot be sent directly via MIDP socket connections, but only streams of byte arrays. So all objects that have to be sent from a MIDP device to the JavaSpace must be converted to byte arrays. These arrays have to be reconverted to objects on the JavaSpace side and forwarded to the JavaSpace. This task is performed by a proxy. So, as a result, in order to use socket messages for enabling MIDP to communicate with a JavaSpace, a distributed architecture, consisting of a client (on a small device) and a proxy implementation, is developed:

<table>
<thead>
<tr>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small JavaSpace Client</td>
</tr>
<tr>
<td>(read, write and take directly via TCP/IP)</td>
</tr>
<tr>
<td>Messages (TCP/IP)</td>
</tr>
<tr>
<td>WLAN</td>
</tr>
</tbody>
</table>

Figure 3.2: Communication layers for the Small JavaSpace Client implementation

Figure 3.2 shows that on the client side, a new small layer, the Small JavaSpace Client, replaces the three layers JavaSpace, Jini and RMI from figure 3.1. The Small JavaSpace Client offers JavaSpace commands to the application in the same way as the standard Java library does by providing a class AbstractEntry with operations for reading, writing and taking entries. However, it does not communicate directly with a JavaSpace via RMI, but communicates with the proxy via TCP/IP (see figure 3.2).

As discussed above, entries are objects and thus cannot be sent directly via sockets because of missing serialization, but have to be converted to streams. Entry-to-stream conversion is done by extracting all information from an entry that is necessary to reconstruct it and sending this information as a stream to the receiver. That requires that all entry information (name, variables, variable values) must be displayable as a stream of bytes. Furthermore this conversion is based on the assumption that the receiver already knows the entry’s class. Thus the receiver can create a new instance of this entry and give values, which are taken from the stream, to its variables. These variables are objects themselves, so their values must be representable as arrays of bytes, or easier: strings.

All in all the client / proxy architecture allows writing, reading and taking entries from a small device running MIDP with the same interface as when running a full JVM is run. Still some limitations of this architecture exist:

Notification only works in one direction. When writing an entry to the JavaSpace, a device running a full JVM can be notified about this entry. The other way around is not supported because this would have required RMI support on the small device. Furthermore only basic lease operations are available and transactions are not implemented at all. But full integration of these properties is not excluded by the architecture. Lastly, fields are currently restricted to simple types, and serialization code has to be provided manually. However, this
can be automated and more complex types be supported by the addition of a pre-compiler to the system.

3.2. Implementation

For using the usual JavaSpace abstractions, nearly all classes and interfaces known from standard JavaSpace can be written with the same API. All methods of these classes have to be written in a way that entries are transmitted as socket streams between client and proxy. For this the types, names and values of the entry and all its fields are necessary.

In a full JVM this information can be extracted by using the “Class.getField()” method and then converted to an array of bytes by using the “String.getBytes()” method. As so called “reflected objects” like “java.lang.reflect.Field” are not implemented in MIDP, the information has to be provided by the entry object itself in a special function. This function is called every time an instance of the entry is sent.

Hence, when creating an entry class the class has to be equipped with a send- and a receive function (for writing and reading / taking entries). These functions have to be created manually by a simple algorithm. This algorithm might also be executed by a pre-compiler and so be hidden from the user. Thus the standard API for JavaSpace commands can be kept. The disadvantage for this is that some pre-processing is necessary.

I.e. the JavaSpace.write() method simply calls the send method of the entry. This send method transmits a stream to the proxy, which contains the following information, separated by commas:
- The operation command done on the entry (e.g. “write” or “takeIfExists”)
- The transaction (if not implemented “null”)
- The timeout (e.g. “10000”)
- The entry’s class name (e.g. “myEntry”)
- For each variable:
  - Its type (e.g. “String”)
  - Its name (e.g. “myString”)
  - Its value (e.g. “abc”)

If any variable has a value of null, no information is send, neither type nor name nor value. As all extracted information is stored as a string, you can only use variables for entries which can be displayed as strings.

The complete information is stored and edited in string form and only converted to an array of bytes for streaming it to the proxy side. The proxy reconverts the array to a string and extracts the information from it by looking for commas. Then a ClassLoader loads the class given by the submitted class name. For this the ClassLoader must be able to find the according entry class. A new instance of this class is created and its fields are set to the values given by the string or null. By the help of the submitted operation command the operation is finally done on the object.

If an entry is written to the JavaSpace, the lease’s hash code is returned to the client to provide a reference to the lease for a later lease renewal.

If the operation done on the entry is “read”, “readIfExists”, “take” or “takeIfExists”, a template is sent and an entry matching this template is returned to the PDA. Similar to sending an entry from the client to the proxy, the entry’s information is stored in a string (by help of the Class.getField() method) and streamed to the client. As the entry’s class name is already known and no operation commands are needed anymore, only the variables’ names and values are attached to the string. After conversion to an array of bytes, streaming and re-conversion to a string, the variable names are used for the receive function on the client side.

Also on this side a new object is created, the variables are set to the values taken from the string. The object is used as return value for the operation function (e.g. “read”). Thus, by the help of send, receive and the proxy, all entry operation commands can be implemented on an MIDP device.

Furthermore lease operations are handled by the client / proxy implementation. In the same way like entry operations, lease operations are converted via strings to an array of bytes and sent to the proxy. There the lease operation information is extracted and from this the operation is executed. The correct lease is found via its hash code which was given to the client after writing an entry to the JavaSpace (see above).

4. Results

4.1. Measurements

The implementation of the Small JavaSpace Client shows three main differences to the standard Jini implementation: it needs fewer communication layers and less data to be sent via wireless communication, as it transmits Strings instead of complete objects. Moreover, the Small JavaSpace Client can be used with small devices with MIDP instead of standard PCs with a full Java Virtual Machine. All those facts raise the question how the performance changes compared to the usual Jini implementation.

In order to measure this performance change, several runtime test were made. These tests bring out the timing differences while writing, reading and taking entries with both the Small JavaSpace Client and standard Jini. The Small JavaSpace Client is run on several devices: A Palm Tungsten C, a HP iPAQ h5500 and a usual PC, an IBM ThinkPad X31.

<table>
<thead>
<tr>
<th>Device</th>
<th>Palm Tungsten C</th>
<th>HP iPAQ h5500</th>
<th>IBM ThinkPad</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The Poc devices nearly have the same hardware capabilities. The PocketPC itself is more than twice slower than the PC. Moreover the test shows that the Small JavaSpace Client implementation on the PC is 37% faster than the runtime test of the standard entries.

Test 2 shows the results for again writing and taking 100 entries. This time the entry contains more data. So the string, that is sent, contains 156 bytes. The results show that the time it takes to send those longer messages increases significantly, but the relations between the devices stays the same.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>SJS Client</th>
<th>Jini</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>516.8</td>
<td>455.7</td>
</tr>
<tr>
<td>Difference 1-3</td>
<td>295.4</td>
<td>837.2</td>
</tr>
</tbody>
</table>

Table 4.3: Runtime test results (all values in ms)

For getting information about the communication speed of the Wireless LAN connection, the same runtime test as for test 1 is executed, but this time the runtime test program is executed on the same device as the JavaSpace. The results for this test are shown in table 4.3. In these results the time needed for communication via Wireless LAN is excluded. To get this excluded time, you need to subtract the values from test 3 from the according values from table 4.2 (812.2 – 516.8 and 1292.9 – 455.7). The results are presented in the next row (295.4 and 837.2) and show that the Small JavaSpace Client’s time needed for communication is nearly three times faster than the time for the Jini implementation.

Based on the results from tables 4.2 and 4.3 several conclusions can be drawn. The most important result is that the Small JavaSpace Client implementation is faster than the standard Jini implementation while writing, reading or taking the same entries. This can be directly seen in table 4.2, where the Small JavaSpace Client executes the same task on the same device faster than the full Jini / JavaSpaces implementation. But if we compare the figures shown in table 4.3, we see that the local implementation Small JavaSpace Client is slower than the local Jini / JavaSpaces implementation.

This implies that the derived networking overhead of the full Jini version is significantly larger than of the Small JavaSpace Client. Reasons for this might be that the Small JavaSpace Client just skips several layers of the middleware (see Figures 3.1 and 3.2) and that network messages produced by the Small JavaSpace Client are smaller than those of the full Jini which relies on Java object serialization (e.g. 108 bytes versus 236 bytes in our example). Furthermore, relatively small value of 455.7 ms in the local case for the full Jini can be caused by optimizations built-in in RMI for local invocations, thus yielding the high derived value of 837.2 ms for the Jini networking overhead.
A second important conclusion concerns the hardware used for the runtime tests. The test results prove that the execution speed of a device is not only dependent on the processor power.

In table 4.1 it was shown that the two PDAs have the same processor with 400 MHz, while the PC’s Centrino has a 3.5 times higher time rate. All three devices communicate via 802.11b. Nevertheless the results show that the PC is twice as fast as the PocketPC, which itself is twice as fast as the Palm.

One possible reason for this might be the different hardware architecture of the devices. At least it is obvious the there is a great difference in the memory of the PocketPC and the Palm. As the 51 MB of free memory of the Palm should be far enough to run the Small JavaSpace Client implementation as well as with 128 MB, this difference can be found in the speed of the memory. While the PocketPC is using fast SD-RAM, the Tungsten uses the same slow flash memory for fixed data as for random access.

So we can conclude that an ideal device for running the Small JavaSpace Client implementation is not only based on a fast processor. Also other hardware properties, like the architecture or fast RAM, are important for a good performance. Moreover the different implementations of the virtual machine and of the operating systems on the different machines most probably have performance impacts, but a further investigation here is outside of the scope of this paper.

4.2. The Rent-A-Robot Application

For educational purposes, a scenario called Rent-a-Robot has been set up [18]. This scenario works on Lego robots with different capabilities. When a user wants to rent a special robot and make use of its capabilities, he needs to get access to this robot.

![Figure 4.1: Rent-a-Robot communication scheme](Image 64x244 to 279x333)

![Figure 4.2: Rent-A-Robot with communication scheme](Image 329x734 to 365x770)

In this setup one major problem occurs. The robot is not always in range of the docking station. So, a PDA is mounted on the robot, replacing the gate with its infrared port and its Wireless LAN module. The PDA is not able to run a complete Java Virtual Machine, so a K Virtual Machine is installed on it. On this K Virtual Machine a MIDlet containing the Small JavaSpace Client is running (see figure 4.2). The Small JavaSpace Proxy resides on the same device on which the JavaSpace is started. The client is connected to the proxy via the proxy’s IP address.

First of all the robot needs to be registered to the server. For this the PDA writes an entry containing the robots ID and its capabilities to the JavaSpace via the proxy. The entry is read by the server and the robot is put to the list of available robots. The user on the other side uses a GUI to get this information. Thus he gets access to the robot.

If the user wants to rent this robot and give a task to it, he writes an entry to the JavaSpace via the GUI. Via a corresponding template this entry is read by the PDA (again via the proxy) and the entry’s information is forwarded to the robot. When the task is finished, the robot sends a message to the PDA. This information is forwarded to the server and thus to the user via a JavaSpace entry. After that a template is written to the space waiting for a new task.

5. Conclusions

This paper presents a middleware for the integration of small devices into a JavaSpaces environment. This middleware consists of a distributed architecture, a client (Small JavaSpace Client) on a small device and a proxy running on a full Java Virtual Machine, communicating via socket connections. The client is equipped with classes and interfaces identical to those from the real JavaSpace, but all JavaSpace commands (e.g. write, read, take, lease operations …) that are executed on the Small JavaSpace Client result in a message to the proxy. This message contains all necessary information to enable the proxy to execute this same command on the full Java Virtual Machine. The performance measurements show that the Small JavaSpace Client performs faster than a standard Java virtual machine.

Advantages of this architecture are the fast performance and that MID profile and the JavaSpace API are
kept. Thus, no additional programming effort is required on the application level. Disadvantages are that the proxy location must be known to the client and that some additional pre-processing of the send and the receive method is required, either manually or by a pre-compiler. Moreover entries can only contain variables of simple types.
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