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Abstract

One of the most important factors in building high-performance, scalable industrial control applications is the ability to transfer process data from the server to the client machine in the most efficient and fast way. OPC DA is widely accepted and used as the standard in automation and network control systems. We present a system and method for caching process data in large industrial control systems to overcome performance limitations of the OPC DA implementation. Our approach for large network control systems includes a powerful and easy-to-use client data cache that allows overcoming typical performance limitations of the OPC DA implementation for large data transfers.

1. Introduction

Caching is a classic, successful technique to improve the performance of software programs by exploiting temporal references and providing high-bandwidth, low-latency access to cached data [1]. In the client - server architecture of software programs, the data cache is typically implemented on the server side, because it is simpler to implement, easier to synchronize and maintain [4]. All programs running on the client machines may equally use server-side cache whenever they require a fast access to the process data.

The main drawback of the server-side data caching shows up if client software programs running on the client machine require large amount of process data. The data transfer from the server-side cache to the client machine may become a performance bottleneck, as it is the case with client-server applications using OPC DA for large data transfers (e.g. more than 50,000 data points) [8]. The use of the client data cache becomes an option in such situations.

Client-side data caching is widely used in DBMS (Database Management Systems) and Web applications. One of the reasons for creating client data cache in DBMS is to make persistent state information from the server available locally to the client for data-intensive processing [10]. This way, the client application does not need to make repeated invocations to the server application to retrieve data from the server cache [4].

In Web applications, by moving components of the database system to the web client, user access times can be improved by reducing both server load and communication costs [11]. General web caching strategies typically do not cache dynamically generated documents, nor deal with the case of client-side applications retrieving query results from a database on the server side [5]. In the work [3], the client-side caching framework that may optionally contain a personal assistant is presented. The personal assistant monitors user’s access behaviour to dynamically pre-fetch data in accordance with the predicted access patterns. Another aspect mentioned in [7] is the cache coherency that is ensured in cooperation with the server-side database agent where communication is established through the use of persistent socket connections between the client-side agents and the database agent. Changes to the database can therefore be propagated to all client-side agents ensuring that only current information is stored in the client agent’s caches [7].

2. Instructions

Network control systems generally perform different functions such as HMI (Human Machine Interface), data logging, advanced control, I/O operations, etc. Personal computer systems running various operating systems, like Windows XP, Linux versions and the like are increasingly being used in the industrial control applications due to the open PC (Personal Computer) architecture, acceptable computational performance at a relatively low cost, a wide variety of off-the-shelf software and hardware products which provide a range of data acquisition, analysis, presentation, and management tools as well as a relatively easy connection of various computer systems within a network [2].

In the network control systems, there are different approaches for implementing communication between various software components located on multiple computer nodes in client-server architecture. One of the most popular standards today is the OPC DA (OLE for Process Control Data Access) [8]. OPC DA interfaces
together with the DCOM (Distributed Component Object Model) are used to establish a communication between network control system components running on various computer nodes. The OPC DA server exposes a set of the OPC DA interfaces that have functions to browse, read and write variable values. These functions are marshalled across the network using, for example, Microsoft DCOM, so that OPC DA clients are able to call them from the client machine. OPC DA has a disadvantage that there is no mechanism for data compression and, thus, relatively complex binary data are normally transferred over the network. This is one of the reasons, which may create performance problems for large data transfers [8].

In large network control systems, client machines can subscribe to thousands of data points from server machine that interface various I/O devices. For a graphical presentation of this large amount of process data on the client machine, for example, to start a “world view” picture of 50,000 – 100,000 process objects in the process viewer, a large data transfer from the server to the client machine may consume a large amount of the network bandwidth, operating system resources, etc and, thus, significantly degrade system operation. This may lead to a situation when operators on the client machines will have to wait 3 – 5 minutes until all process data are finally available during the start of the “world view” picture in the process viewer. Therefore, additional improvements for large network control systems that use OPC DA are required to reach an acceptable system performance.

An example of the network control system, where the client data cache to improve the overall system performance is used, is shown in Figure 1. The exemplary network control system (see Figure 1) comprises various hardware I/O devices, and client and server computer machines that are interconnected through a network. Server computer system interfaces to various hardware I/O devices, such as PLCs (Programmable Logic Controllers), RTUs (Remote Terminal Units), etc. Each of the client computer systems preferably executes industrial control software that provides a HMI to the process. When a hardware I/O device generates a new data, a server process is notified and receives the data from the hardware I/O device. The server process with data access server has a list of clients who are subscribed to the server data generated by the respective hardware I/O device. In response to receiving the data element from the hardware I/O device, the server sends changed data over the network to a respective client, or to each of a number of clients, which are interested in the data. The server uses a socket-based communication to transfer data over the network to client machines.

Figure 2 illustrates a part of the network control system with the client data cache. As it is shown in Figure 2, one or more client machines may communicate simultaneously with the server machine.
amount of process data, for example, to show “world view” picture of the given process to users. The data availability will be largely improved due to the lack of data transfer over the network between the client data cache and client HMI components.

Figure 3 illustrates the architecture of the client data cache with the OPC DA layer. The client data cache includes a list of variables, which are mapped to the variables in the data access server and OPC items in the OPC DA server layer. Appropriate get() and set() functions executed under the control of the supervisory manager allow keeping contents of client data cache, data access server and OPC DA server synchronized and updated. The supervisory manager includes features that allow customizing how items are cached and how long they are cached. It is possible to instruct supervisory manager of the client data cache to give certain items priority over other items in the client data cache when the supervisory manager performs removal of items. This can be done during adding of an item into the client data cache. One can also establish an expiration policy for an item when one adds it to the client data cache. Once an item expires, it is removed from the client data cache by the supervisory manager.

4. Performance

To compare the performance of the client data cache based approach with the conventional OPC DA implementation, we performed a number of tests by varying the number of variables in the data access server and OPC DA server respectively. The main test results are summarized in Table 1. The setup for the conducted performance tests with the client data cache consisted of the client and server PCs with Windows 2000 Service Pack 4, CPU ~2 GHz, RAM ~1 GB and hard disks with at least 20 GB of free space. The client and server PCs were connected via a 10Mbit/s Ethernet network. The detailed description of the setup for performance tests with the normal OPC DA implementation can be found in [8]. As one can see from Table 1, the performance of our solution with the client data cache and socket-based communication between the server and the client is more than twenty times higher than that with the normal OPC DA implementation.

![Figure 2. Client data cache in the network control system with the client-server architecture.](image)

<table>
<thead>
<tr>
<th>Number of variables</th>
<th>Normal OPC DA implementation (Time in ms)</th>
<th>Client data cache (Time in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>240</td>
<td>9</td>
</tr>
<tr>
<td>500</td>
<td>1080</td>
<td>21</td>
</tr>
<tr>
<td>1000</td>
<td>2200</td>
<td>38</td>
</tr>
<tr>
<td>5000</td>
<td>4360</td>
<td>169</td>
</tr>
<tr>
<td>10000</td>
<td>7520</td>
<td>298</td>
</tr>
<tr>
<td>20000</td>
<td>12800</td>
<td>591</td>
</tr>
</tbody>
</table>
5. Conclusion

We have presented an approach for performance improvement in industrial network control systems that includes a powerful and easy-to-use client data cache overcoming typical performance limitations of the OPC DA implementation for large data transfers. The main advantages of using the client data cache in the network control systems are:

- The improved data availability (2 to 20 times faster data transfer from the server to the client comparing to the normal OPC DA with DCOM) because of simpler (“flat”) binary data structures and a simple socket-based communication,
- Easy integration with 3rd party applications that require process data on the client machine through OPC DA (Client data cache includes the OPC DA server on the client machine),
- No need for DCOM (DCOM has documented problems [8]), because data transfer is done using simple socket-based communication,
- The improved support of redundancy for fault recovery can be obtained on the client machine due to the storage of the latest process data in the client data cache.

The main drawbacks of the presented approach with the client data cache are:

- An additional overhead with client-server data synchronization,
- Additional maintenance costs may arise.

Future works will include an advanced testing of the client data cache in the large network control system and further improvements of the data synchronization algorithm.
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